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Using The Practice of Statistics, Fifth Edition, for Advanced Placement (AP®) Statistics
(The percents in parentheses refect coverage on the AP® exam.)

Topic Outline for AP® Statistics  
from the College Board’s AP ® Statistics Course Description

The Practice of Statistics, 5th ed.  
Chapter and Section references

I. Exploring data: describing patterns and departures from patterns (20%–30%)

A. �Constructing and interpreting graphical displays of distributions of univariate data (dotplot,  
stemplot, histogram, cumulative frequency plot)

Dotplot, stemplot, histogram 1.2;  
Cumulative frequency plot 2.1

1. Center and spread 1.2
2. Clusters and gaps 1.2
3. Outliers and unusual features 1.2
4. Shape 1.2

B. Summarizing distributions of univariate data 1.3 and 2.1
1. Measuring center: median, mean 1.3
2. Measuring spread: range, interquartile range, standard deviation 1.3
3. Measuring position: quartiles, percentiles, standardized scores (z-scores) Quartiles 1.3; percentiles and z-scores 2.1
4. Using boxplots 1.3
5. The effect of changing units on summary measures 2.1

C. �Comparing distributions of univariate data (dotplots, back-to-back stemplots, parallel boxplots) Dotplots and stemplots 1.2;  
boxplots 1.3

1. Comparing center and spread 1.2 and 1.3
2. Comparing clusters and gaps 1.2 and 1.3
3. Comparing outliers and unusual features 1.2 and 1.3
4. Comparing shape 1.2 and 1.3

D. Exploring bivariate data Chapter 3 and Section 12.2
1. Analyzing patterns in scatterplots 3.1
2. Correlation and linearity 3.1
3. Least-squares regression line 3.2
4. Residual plots, outliers, and infuential points 3.2
5. Transformations to achieve linearity: logarithmic and power transformations 12.2

E. Exploring categorical data Sections 1.1, 5.2, 5.3
1. Frequency tables and bar charts 1.1 (we call them bar graphs)
2. Marginal and joint frequencies for two-way tables Marginal 1.1; joint 5.2
3. Conditional relative frequencies and association 1.1 and 5.3
4. Comparing distributions using bar charts 1.1

II. Sampling and experimentation: planning and conducting a study (10%–15%)

A. Overview of methods of data collection Sections 4.1 and 4.2
1. Census 4.1
2. Sample survey 4.1
3. Experiment 4.2
4. Observational study 4.2

B. Planning and conducting surveys Section 4.1
1. Characteristics of a well-designed and well-conducted survey 4.1
2. Populations, samples, and random selection 4.1
3. Sources of bias in sampling and surveys 4.1
4. �Sampling methods, including simple random sampling, stratifed random sampling,  

and cluster sampling
4.1

C. Planning and conducting experiments Section 4.2
1. Characteristics of a well-designed and well-conducted experiment 4.2
2. Treatments, control groups, experimental units, random assignments, and replication 4.2
3. Sources of bias and confounding, including placebo effect and blinding 4.2
4. Completely randomized design 4.2
5. Randomized block design, including matched pairs design 4.2

D. �Generalizability of results and types of conclusions that can be drawn from  
observational studies, experiments, and surveys

Section 4.3
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Topic Outline for AP® Statistics  
from the College Board’s AP ® Statistics Course Description

The Practice of Statistics, 5th ed.  
Chapter and Section references

III. Anticipating patterns: exploring random phenomena using probability and simulation (20%–30%)

A. Probability Chapters 5 and 6
1. Interpreting probability, including long-run relative frequency interpretation 5.1
2. “Law of large numbers” concept 5.1
3. Addition rule, multiplication rule, conditional probability, and independence Addition rule 5.2; other three topics 5.3
4. Discrete random variables and their probability distributions, including binomial and geometric Discrete 6.1; Binomial  

and geometric 6.3
5. Simulation of random behavior and probability distributions 5.1
6. �Mean (expected value) and standard deviation of a random variable, and linear  

transformation of a random variable
Mean and standard deviation 6.1;  
Linear transformation 6.2

B. Combining independent random variables Section 6.2
1. Notion of independence versus dependence 6.2
2. Mean and standard deviation for sums and differences of independent random variables 6.2

C. The Normal distribution Section 2.2
1. Properties of the Normal distribution 2.2
2. Using tables of the Normal distribution 2.2
3. The Normal distribution as a model for measurements 2.2

D. Sampling distributions Chapter 7; Sections 8.3,  
10.1, 10.2, 11.1

1. Sampling distribution of a sample proportion 7.2
2. Sampling distribution of a sample mean 7.3
3. Central limit theorem 7.3
4. Sampling distribution of a difference between two independent sample proportions 10.1
5. Sampling distribution of a difference between two independent sample means 10.2
6. Simulation of sampling distributions 7.1
7. t distribution 8.3
8. Chi-square distribution 11.1

IV. Statistical inference: estimating population parameters and testing hypotheses (30%–40%)

A. Estimation (point estimators and confdence intervals) Chapter 8 plus parts of Sections 9.3, 10.1, 
10.2, 12.1

1. Estimating population parameters and margins of error 8.1
2. Properties of point estimators, including unbiasedness and variability 8.1
3. �Logic of confdence intervals, meaning of confdence level and confdence intervals,  

and properties of confdence intervals
8.1

4. Large-sample confdence interval for a proportion 8.2
5. Large-sample confdence interval for a difference between two proportions 10.1
6. Confdence interval for a mean 8.3
7. Confdence interval for a difference between two means (unpaired and paired) Paired 9.3; unpaired 10.2
8. Confdence interval for the slope of a least-squares regression line 12.1

B. Tests of signifcance Chapters 9 and 11 plus parts of Sections 
10.1, 10.2, 12.1

1. �Logic of signifcance testing, null and alternative hypotheses; P-values; one-and two-sided tests;  
concepts of Type I and Type II errors; concept of power

9.1; power in 9.2

2. Large-sample test for a proportion 9.2
3. Large-sample test for a difference between two proportions 10.1
4. Test for a mean 9.3
5. Test for a difference between two means (unpaired and paired) Paired 9.3; unpaired 10.2
6. �Chi-square test for goodness of ft, homogeneity of proportions, and independence  

(one- and two-way tables)
Chapter 11

7. Test for the slope of a least-squares regression line 12.1
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Statistical Thinking and You

The purpose of this book is to give you a working knowledge of the big ideas of statistics and 
of the methods used in solving statistical problems. Because data always come from a real-
world context, doing statistics means more than just manipulating data. The Practice of Statistics 
(TPS), Fifth Edition, is full of data. Each set of data has some brief background to help you 
understand what the data say. We deliberately chose contexts and data sets in the examples and 
exercises to pique your interest.

TPS 5e is designed to be easy to read and easy to use. This book is written by current high 
school AP® Statistics teachers, for high school students. We aimed for clear, concise explana-
tions and a conversational approach that would encourage you to read the book. We also tried 
to enhance both the visual appeal and the book’s clear organization in the layout of the pages.

Be sure to take advantage of all that TPS 5e has to offer. You can learn a lot by reading the 
text, but you will develop deeper understanding by doing Activities and Data Explorations and 
answering the Check Your Understanding questions along the way. The walkthrough guide on 
pages xiv–xx gives you an inside look at the important features of the text.

You learn statistics best by doing statistical problems. This book offers many different types 
of problems for you to tackle.

•	 Section Exercises include paired odd- and even-numbered problems that test the 
same skill or concept from that section. There are also some multiple-choice ques-
tions to help prepare you for the AP® exam. Recycle and Review exercises at the 
end of each exercise set involve material you studied in previous sections.

•	 Chapter Review Exercises consist of free-response questions aligned to specific 
learning objectives from the chapter. Go through the list of learning objectives 
summarized in the Chapter Review and be sure you can say “I can do that” to each 
item. Then prove it by solving some problems.

•	 The AP® Statistics Practice Test at the end of each chapter will help you prepare 
for in-class exams. Each test has 10 to 12 multiple-choice questions and three free-
response problems, very much in the style of the AP® exam.

•	 Finally, the Cumulative AP® Practice Tests after Chapters 4, 7, 10, and 12 provide 
challenging, cumulative multiple-choice and free-response questions like ones you 
might find on a midterm, final, or the AP® Statistics exam.

The main ideas of statistics, like the main ideas of any important subject, took a long time to 
discover and take some time to master. The basic principle of learning them is to be persistent. 
Once you put it all together, statistics will help you make informed decisions based on data in 
your daily life.

To the Student
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TPS and AP® Statistics

The Practice of Statistics (TPS) was the first book written specifically for the Advanced Place-
ment (AP®) Statistics course. Like the previous four editions, TPS 5e is organized to closely fol-
low the AP® Statistics Course Description. Every item on the College Board’s “Topic Outline” 
is covered thoroughly in the text. Look inside the front cover for a detailed alignment guide. The 
few topics in the book that go beyond the AP® syllabus are marked with an asterisk (*).

Most importantly, TPS 5e is designed to prepare you for the AP® Statistics exam. The entire 
author team has been involved in the AP® Statistics program since its early days. We have more 
than 80 years’ combined experience teaching introductory statistics and more than 30 years’ 
combined experience grading the AP® exam! Two of us (Starnes and Tabor) have served as 
Question Leaders for several years, helping to write scoring rubrics for free-response questions. 
Including our Content Advisory Board and Supplements Team (page vii), we have two former 
Test Development Committee members and 11 AP® exam Readers.

TPS 5e will help you get ready for the AP® Statistics exam throughout the course by:

•	 Using terms, notation, formulas, and tables consistent with those found on the 
AP® exam. Key terms are shown in bold in the text, and they are defined in the 
Glossary. Key terms also are cross-referenced in the Index. See page F-1 to find 
“Formulas for the AP® Statistics Exam” as well as Tables A, B, and C in the back of 
the book for reference.

•	 Following accepted conventions from AP® exam rubrics when presenting model 
solutions. Over the years, the scoring guidelines for free-response questions have 
become fairly consistent. We kept these guidelines in mind when writing the 
solutions that appear throughout TPS 5e. For example, the four-step State-Plan-
Do-Conclude process that we use to complete inference problems in Chapters 8 
through 12 closely matches the four-point AP® scoring rubrics.

•	 Including AP® Exam Tips in the margin where appropriate. We place exam 
tips in the margins and in some Technology Corners as “on-the-spot” reminders 
of common mistakes and how to avoid them. These tips are collected and summa-
rized in Appendix A.

•	 Providing hundreds of AP®-style exercises throughout the book. We even added 
a new kind of problem just prior to each Chapter Review, called a FRAPPY (Free 
Response AP® Problem, Yay!). Each FRAPPY gives you the chance to solve an 
AP®-style free-response problem based on the material in the chapter. After you 
finish, you can view and critique two example solutions from the book’s Web site 
(www.whfreeman.com/tps5e). Then you can score your own response using a ru-
bric provided by your teacher.

Turn the page for a tour of the text. See how to use the book to realize success in the course and 
on the AP® exam.
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Read the LEARNING 
OBJECTIVES at the 
beginning of each section. 
Focus on mastering these 
skills and concepts as you 
work through the chapter.

Take note of the green 
DEFINITION boxes 
that explain important 
vocabulary. Flip back to 
them to review key terms 
and their defnitions.

Look for the boxes 
with the blue bands. 
Some explain how to 
make graphs or set 
up calculations while 
others recap important 
concepts.

Read the AP® EXAM 
TIPS. They give advice on 
how to be successful on 
the AP® exam.

Watch for CAUTION 
ICONS. They alert you 
to common mistakes 
that students make.

Scan the margins for 
the purple notes, which 
represent the “voice of 
the teacher” giving helpful 
hints for being successful 
in the course.

READ THE TEXT and use the book’s features 
to help you grasp the big ideas.
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Standardized values have no units—in this example, they are no longer mea-
sured in points.

To standardize the number of wins, we use y– = 8.08 and sy = 3.34. For 

Alabama, zy =
12 − 8.08

3.34
= 1.17. Alabama’s number of wins (12) is 1.17 stan-

dard deviations above the mean number of wins for SEC teams. When we mul-
tiply this team’s two z-scores, we get a product of 1.2636. The correlation r is an 
“average” of the products of the standardized scores for all the teams. Just 
as in the case of the standard deviation sx, the average here divides by one fewer 
than the number of individuals. Finishing the calculation reveals that r = 0.936 
for the SEC teams.

What does correlation measure?  The Fathom screen shots below pro-
vide more detail. At the left is a scatterplot of the SEC football data with two lines 
added—a vertical line at the group’s mean points per game and a horizontal line 
at the mean number of wins of the group. Most of the points fall in the upper-right 
or lower-left “quadrants” of the graph. That is, teams with above-average points 
per game tend to have above-average numbers of wins, and teams with below-
average points per game tend to have numbers of wins that are below average. 
This confirms the positive association between the variables.

Below on the right is a scatterplot of the standardized scores. To get this graph, 
we transformed both the x- and the y-values by subtracting their mean and divid-
ing by their standard deviation. As we saw in Chapter 2, standardizing a data set 
converts the mean to 0 and the standard deviation to 1. That’s why the vertical and 
horizontal lines in the right-hand graph are both at 0.

Some people like to write the 
 correlation formula as 

r =
1

n − 1 ∙ zx zy

to emphasize the product of 
standardized scores in the calculation.

THINK
ABOUT IT

 

Notice that all the products of the standardized values will be positive—not 
surprising, considering the strong positive association between the variables. What 
if there was a negative association between two variables? Most of the points would 
be in the upper-left and lower-right “quadrants” and their z-score products would 
be negative, resulting in a negative correlation.

Facts about Correlation
How correlation behaves is more important than the details of the formula. Here’s 
what you need to know in order to interpret correlation correctly.
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variables and their correlation. Exploring this method will highlight an important 
relationship between the correlation and the slope of a least-squares regression 
line—and reveal why we include the word “regression” in the expression “least-
squares regression line.”

The formula for the y intercept comes from the fact that the least-squares regres-
sion line always passes through the point (x–, y–). You discovered this in Step 4 of the 
Activity on page 170. Substituting (x–, y–) into the equation ŷ = a + bx produces 
the equation y– = a + bx–. Solving this equation for a gives the equation shown in 
the definition box, a = y– − bx–.

To see how these formulas work in practice, let’s look at an example.

We have data on an explanatory variable x and a response variable y for n 
individuals. From the data, calculate the means x– and y– and the standard de-
viations sx and sy of the two variables and their correlation r. The least-squares 
regression line is the line ŷ = a + bx with slope

b = r 

sy

sx

and y intercept

a = y– − bx–

HOW TO CALCULATE THE LEAST-SQUARES REGRESSION LINE

Using Feet to Predict Height
Calculating the least-squares regression line 
In the previous example, we used data from a random sample of 15 high school 
students to investigate the relationship between foot length (in centimeters) and 

height (in centimeters). The mean and standard deviation of the foot lengths 
are x– = 24.76 cm and sx = 2.71 cm. The mean and standard deviation of the 
heights are y– = 171.43 cm and sy = 10.69 cm. The correlation between foot 
length and height is r = 0.697.

PROBLEM: Find the equation of the least-squares regression line for predicting height from foot 
length. Show your work.
SOLUTION: The least-squares regression line of height y on foot length x has slope

b = r  
sy

sx
= 0.697 

10.69
2.71

= 2.75

The least-squares regression line has y intercept

a = y– − b x– = 171.43 − 2.75(24.76) = 103.34

So, the equation of the least-squares regression line is ŷ  = 103.34 + 2.75x. 

EXAMPLE

For Practice Try Exercise  61(a)

AP® EXAM TIP  The formula 
sheet for the AP® exam uses 
different notation for these

equations: b1 = r 

sy

sx
 and 

b0 = y– − b1x–. That’s because 
the least-squares line is written 
as ŷ = b 0 + b1x . We prefer our 
simpler versions without the 
subscripts!
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Most statistical studies examine data on more than one variable. Fortunately, 
analysis of several-variable data builds on the tools we used to examine individual 
variables. The principles that guide our work also remain the same:
• Plot the data, then add numerical summaries.
• Look for overall patterns and departures from those patterns.
• When there’s a regular overall pattern, use a simplified model to describe it.

Explanatory and Response Variables
We think that car weight helps explain accident deaths and that smoking influ-
ences life expectancy. In these relationships, the two variables play different roles. 
Accident death rate and life expectancy are the response variables of interest. Car 
weight and number of cigarettes smoked are the explanatory variables.

 increments starting with 135 cm. Refer to the sketch in the margin 
for comparison.

5.  Plot each point from your class data table as accurately as you can 
on the graph. Compare your graph with those of your group members.

6.  As a group, discuss what the graph tells you about the relationship 
between hand span and height. Summarize your observations in a 
 sentence or two.

7.  Ask your teacher for a copy of the handprint found at the scene 
and the math department roster. Which math teacher does your group 
believe is the “prime suspect”? Justify your answer with  appropriate 
statistical evidence.

Hand span (cm)

135

140

145

150

155

160

15 15.5 16 16.5 17 17.5

H
ei

gh
t (

cm
)

3.1 Scatterplots and Correlation
WHAT YOU WILL LEARN
• Identify explanatory and response variables in situations 

where one variable helps to explain or infuences the other.

• Make a scatterplot to display the relationship between 
two quantitative variables.

• Describe the direction, form, and strength of a 
 relationship displayed in a scatterplot and identify outli-
ers in a scatterplot.

• Interpret the correlation.  

• Understand the basic properties of correlation, 
 including how the correlation is infuenced by outliers.  

• Use technology to calculate  correlation. 

• Explain why association does not imply causation.

By the end of the section, you should be able to:

DEFINITION: Response variable, explanatory variable

A response variable measures an outcome of a study. An explanatory variable 
may help explain or predict changes in a response variable.

Starnes-Yates5e_c03_140-205hr2.indd   143 9/30/13   4:44 PM

section 3.1   scatterplots and correlation 145

Displaying Relationships: Scatterplots
The most useful graph for displaying the relationship between 
two quantitative variables is a scatterplot. Figure 3.2 shows a 
scatterplot of the percent of high school graduates in each state 
who took the SAT and the state’s mean SAT Math score in a 
recent year. We think that “percent taking” will help explain 
“mean score.” So “percent taking” is the explanatory variable 
and “mean score” is the response variable. We want to see 
how mean score changes when percent taking changes, so 
we put percent taking (the explanatory variable) on the hori-
zontal axis. Each point represents a single state. In Colorado, 
for example, 21% took the SAT, and their mean SAT Math 
score was 570. Find 21 on the x (horizontal) axis and 570 on 
the y (vertical) axis. Colorado appears as the point (21, 570).
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FIGURE 3.2  Scatterplot of the 
mean SAT Math score in each state 
against the percent of that state’s 
high school graduates who took the 
SAT. The dotted lines intersect at 
the point (21, 570), the values for 
Colorado.

DEFINITION: Scatterplot

A scatterplot shows the relationship between two quantitative variables measured 
on the same individuals. The values of one variable appear on the horizontal axis, and 
the values of the other variable appear on the vertical axis. Each individual in the data 
appears as a point in the graph.

Always plot the explanatory variable, if there is one, on the horizontal axis (the 
x axis) of a scatterplot. As a reminder, we usually call the explanatory variable x 
and the response variable y. If there is no explanatory-response distinction, either 
variable can go on the horizontal axis.

We used computer software to produce Figure 3.2. For some problems, you’ll 
be expected to make scatterplots by hand. Here’s how to do it.

Here’s a helpful way to remember: the 
eXplanatory variable goes on the x 
axis.

The following example illustrates the process of constructing a scatterplot.

1.  Decide which variable should go on each axis.

2.  Label and scale your axes.

3.  Plot individual data values.

HOW TO MAKE A SCATTERPLOT

SEC Football
Making a scatterplot

At the end of the 2011 college football season, the University of  Alabama 
defeated Louisiana State University for the national championship. In-
terestingly, both of these teams were from the Southeastern Conference 
(SEC). Here are the average number of points scored per game and num-
ber of wins for each of the twelve teams in the SEC that season.1 

EXAMPLE
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Make connections and 
deepen your understanding 
by refecting on the 
questions asked in THINK 
ABOUT IT passages.

168   C H A P T E R  3  Describing relationships

A negative price doesn’t make much sense in this context. Look again at Figure 
3.8. A truck with 300,000 miles driven is far outside the set of x values for our data. 
We can’t say whether the relationship between miles driven and price remains lin-
ear at such extreme values. Predicting price for a truck with 300,000 miles driven 
is an extrapolation of the relationship beyond what the data show.

CHECK YOUR UNDERSTANDING
Some data were collected on the weight of a male white laboratory rat for the first 25 weeks 
after its birth. A scatterplot of the weight (in grams) and time since birth (in weeks) shows 
a fairly strong, positive linear relationship. The linear regression equation weight = 100 + 
40(time) models the data fairly well.

1. What is the slope of the regression line? Explain what it 
means in context.
2. What’s the y intercept? Explain what it means in context.

3. Predict the rat’s weight after 16 weeks. Show your work.

4. Should you use this line to predict the rat’s weight at 
age 2 years? Use the equation to make the prediction and 
think about the reasonableness of the result. (There are 454 
grams in a pound.)

 

Residuals and the Least-Squares 
Regression Line

In most cases, no line will pass exactly through all the 
points in a scatterplot. Because we use the line to predict 
y from x, the prediction errors we make are errors in y, the 
vertical direction in the scatterplot. A good regression line 
makes the vertical deviations of the points from the line as 
small as possible.

Figure 3.9 shows a scatterplot of the Ford F-150 data 
with a regression line added. The prediction errors are 

45,000

40,000

35,000

30,000

25,000

20,000

15,000

10,000

5000

0 20,000 40,000 60,000 80,000 100,000 120,000 140,000 160,000

Miles driven

P
ri

ce
 (

in
 d

ol
la

rs
)

Vertical deviation from the line

Regression line 
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FIGURE 3.9  Scatterplot of the Ford F-150 data with a regression 
line added. A good regression line should make the prediction 
errors (shown as bold vertical segments) as small as  possible.

DEFINITION: Extrapolation

Extrapolation is the use of a regression line for prediction far outside the interval 
of values of the explanatory variable x used to obtain the line. Such predictions are 
often not accurate.

Often, using the regression line 
to make a prediction for x = 0 is 
an extrapolation. That’s why the y 
intercept isn’t always statistically 
meaningful.

Few relationships are linear for all values of the explanatory variable. 
Don’t make predictions using values of x that are much larger or much 
smaller than those that actually appear in your data.

caution

!
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144   C H A P T E R  3  Describing relationships

It is easiest to identify explanatory and response variables when we actually 
specify values of one variable to see how it affects another variable. For instance, 
to study the effect of alcohol on body temperature, researchers gave several dif-
ferent amounts of alcohol to mice. Then they measured the change in each 
mouse’s body temperature 15 minutes later. In this 
case, amount of alcohol is the explanatory variable, 
and change in body temperature is the response 
variable. When we don’t specify the values of either 
variable but just observe both variables, there may 
or may not be explanatory and response vari-
ables. Whether there are depends on how 
you plan to use the data.

In many studies, the goal is to show that changes in one or more explanatory 
variables actually cause changes in a response variable. However, other explanatory- 
response relationships don’t involve direct causation. In the alcohol and mice study, 
alcohol actually causes a change in body temperature. But there is no cause-and-effect 
relationship between SAT Math and Critical Reading scores. Because the scores are 
closely related, we can still use a state’s mean SAT Critical Reading score to predict its 
mean Math score. We will learn how to make such predictions in Section 3.2.

CHECK YOUR UNDERSTANDING
Identify the explanatory and response variables in each setting.

1.  How does drinking beer affect the level of alcohol in people’s blood? The legal limit 
for driving in all states is 0.08%. In a study, adult volunteers drank different numbers of 
cans of beer. Thirty minutes later, a police officer measured their blood alcohol levels.
2. The National Student Loan Survey provides data on the amount of debt for recent 
college graduates, their current income, and how stressed they feel about college debt. A 
sociologist looks at the data with the goal of using amount of debt and income to explain 
the stress caused by college debt.

 

You will often see explanatory variables 
called independent variables and 
response variables called dependent 
variables. Because the words 
“independent” and “dependent” have 
other meanings in statistics, we won’t 
use them here.

Linking SAT Math and Critical  
Reading Scores
Explanatory or response?
Julie asks, “Can I predict a state’s mean SAT Math score if I know its mean SAT 
Critical Reading score?” Jim wants to know how the mean SAT Math and Critical 
Reading scores this year in the 50 states are related to each other.

PROBLEM: For each student, identify the explanatory variable and the response variable if  possible.
SOLUTION: Julie is treating the mean SAT Critical Reading score as the explanatory variable and 
the mean SAT Math score as the response variable. Jim is simply interested in exploring the relation-
ship between the two variables. For him, there is no clear explanatory or response variable.

EXAMPLE

For Practice Try Exercise   1
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LEARN STATISTICS BY DOING STATISTICS

426   C H A P T E R  7  Sampling DiStributionS

To make sense of sampling variability, we ask, “What would happen if we took 
many samples?” Here’s how to answer that question:
• Take a large number of samples from the same population.
• Calculate the statistic (like the sample mean x– or sample proportion p̂) for 

each sample.
• Make a graph of the values of the statistic.
• Examine the distribution displayed in the graph for shape, center, and spread, 

as well as outliers or other unusual features.
The following Activity gives you a chance to see sampling variability in action.

Reaching for Chips

Before class, your teacher will prepare a population of 200 colored chips, with 100 
having the same color (say, red). The parameter is the actual proportion p of red 
chips in the population: p = 0.50. In this Activity, you will investigate sampling 
variability by taking repeated random samples of size 20 from the population.
1.  After your teacher has mixed the chips thoroughly, each student in the class 
should take a sample of 20 chips and note the sample proportion p̂ of red chips. 
When finished, the student should return all the chips to the bag, stir them up, 
and pass the bag to the next student.
Note: If your class has fewer than 25 students, have some students take two 
 samples.
2.  Each student should record the p̂-value in a chart on the board and plot this 
value on a class dotplot. Label the graph scale from 0.10 to 0.90 with tick marks 
spaced 0.05 units apart.
3.  Describe what you see: shape, center, spread, and any outliers or other un-
usual features.

MATERIALS:
200 colored chips, including 
100 of the same color; large 
bag or other container

ACTIVITY

When Mr. Caldwell’s class did the “Reaching for Chips” Activity, his 35 stu-
dents produced the graph shown in Figure 7.1. Here’s what the class said about its 
 distribution of p̂-values.

Shape: The graph is roughly symmetric with a single peak 
at 0.5.

Center: The mean of our sample proportions is 0.499. This 
is the balance point of the distribution.

Spread: The standard deviation of our sample proportions is 
0.112. The values of p̂ are typically about 0.112 away from 
the mean.

Outliers: There are no obvious outliers or other unusual  features.

Of course, the class only took 35 different simple random samples of 20 chips. 
There are many, many possible SRSs of size 20 from a population of size 200 (about 
1.6 · 1027, actually). If we took every one of those possible samples, calculated the value 
of p̂ for each, and graphed all those p̂-values, then we’d have a sampling distribution.

p̂

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

FIGURE 7.1  Dotplot of sample proportions obtained by the 
35 students in Mr. Caldwell’s class.
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538   C H A P T E R  9  TesTing a Claim

Introduction
Confidence intervals are one of the two most common types of statistical  inference. 
Use a confidence interval when your goal is to estimate a population para meter. 
The second common type of inference, called significance tests, has a  different 
goal: to assess the evidence provided by data about some claim concerning a 
 parameter. Here is an Activity that illustrates the reasoning of statistical tests.

I’m a Great Free-Throw Shooter!

A basketball player claims to make 80% of the free throws that he attempts. We 
think he might be exaggerating. To test this claim, we’ll ask him to shoot some free 
throws—virtually—using The Reasoning of a Statistical Test applet at the book’s 
Web site.
1. Go to www.whfreeman.com/tps5e and launch the applet.

2.  Set the applet to take 25 shots. Click “Shoot.” How many of the 25 shots did 
the player make? Do you have enough data to decide whether the player’s claim 
is valid?
3.  Click “Shoot” again for 25 more shots. Keep doing this until you are 
 convinced either that the player makes less than 80% of his shots or that the 
player’s claim is true. How large a sample of shots did you need to make your 
decision?
4.  Click “Show true probability” to reveal the truth. Was your conclusion 
 correct?
5.  If time permits, choose a new shooter and repeat Steps 2 through 4. Is it 
easier to tell that the player is exaggerating when his actual proportion of free 
throws made is closer to 0.8 or farther from 0.8?

MATERIALS:
Computer with Internet 
access and projection 
 capability

ACTIVITY

    
   A

PPLET 
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Every chapter begins with a hands-on ACTIVITY  
that introduces the content of the chapter. Many 
of these activities involve collecting data and 
drawing conclusions from the data. In other 
activities, you’ll use dynamic applets to explore 
statistical concepts.

CHECK YOUR UNDERSTANDING 
questions appear throughout the 
section. They help you to clarify def-
nitions, concepts, and procedures. 
Be sure to check your answers in the 
back of the book.
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Of course, even giving means, standard deviations, and the correlation for “state 
SAT Math scores” and “percent taking” will not point out the clusters in Figure 3.2. 
Numerical summaries complement plots of data, but they do not replace them.

Following the debut of the new SAT Writing test in March 2005, Dr. Les  Perelman 
from the Massachusetts Institute of Technology stirred controversy by reporting, 
“It appeared to me that regardless of what a student wrote, the longer the essay, the 
higher the score.” He went on to say, “I have never found a quantifiable predictor 
in 25 years of grading that was anywhere as strong as this one. If you just graded 
them based on length without ever reading them, you’d be right over 90 percent 
of the time.”3 The table below shows the data that Dr. Perelman used to draw his 
conclusions.4

Length of essay and score for a sample of SAT essays

Words: 460 422 402 365 357 278 236 201 168 156 133

Score: 6 6 5 5 6 5 4 4 4 3 2

Words: 114 108 100 403 401 388 320 258 236 189 128

Score: 2 1 1 5 6 6 5 4 4 3 2

Words: 67 697 387 355 337 325 272 150 135

Score: 1 6 6 5 5 4 4 2 3

Does this mean that if students write a lot, they are guaranteed high scores? 
Carry out your own analysis of the data. How would you respond to each of 
Dr. Perelman’s claims?

 DATA EXPLORATION The SAT essay: Is longer better?

Scoring Figure Skaters
Why correlation doesn’t tell the whole story
Until a scandal at the 2002 Olympics brought change, figure skating was scored 
by judges on a scale from 0.0 to 6.0. The scores were often controversial. We have 
the scores awarded by two judges, Pierre and Elena, for many skaters. How well do 
they agree? We calculate that the correlation between their scores is r = 0.9. But 
the mean of Pierre’s scores is 0.8 point lower than Elena’s mean.

These facts don’t contradict each other. They simply give different kinds of infor-
mation. The mean scores show that Pierre awards lower scores than Elena. But 
because Pierre gives every skater a score about 0.8 point lower than Elena does, 
the correlation remains high. Adding the same number to all values of either x 
or y does not change the correlation. If both judges score the same skaters, the 
competition is scored consistently because Pierre and Elena agree on which per-
formances are better than others. The high r shows their agreement. But if Pierre 
scores some skaters and Elena others, we should add 0.8 point to Pierre’s scores to 
arrive at a fair comparison.

EXAMPLE
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DATA EXPLORATIONS 
ask you to play the role of 
data detective. Your goal 
is to answer a puzzling, 
real-world question by 
examining data graphically 
and numerically.
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EXAMPLES: Model statistical problems  
and how to solve them

Read through each EXAMPLE, 
and then try out the concept 
yourself by working the FOR 
PRACTICE exercise in the 
Section Exercises.

The red number box next 
to the exercise directs you 
back to the page in the 
section where the model 
example appears.

185section 3.2   least-squares regression

means b = r. In other words, the slope is equal to the correlation. The Fathom 
screen shot confirms these results. It shows that r2 = 0.49, so r = !0.49 = 0.7, 
approximately the same value as the slope of 0.697.

Putting It All Together: Correlation 
and Regression
In Chapter 1, we introduced a four-step process for organizing a statistics problem.  
Here is another example of the four-step process in action.

Gesell Scores
Putting it all together
Does the age at which a child begins to talk predict a later score on a test of mental 
ability? A study of the development of young children recorded the age in months 
at which each of 21 children spoke their first word and their Gesell Adaptive Score, 
the result of an aptitude test taken much later.16 The data appear in the table be-
low, along with a scatterplot, residual plot, and computer output. Should we use a 
linear model to predict a child’s Gesell score from his or her age at first word? If so, 
how accurate will our predictions be?

Age (months) at frst word and Gesell score
CHILD AGE SCORE CHILD AGE SCORE CHILD AGE SCORE

1 15  95  8 11 100 15 11 102

2 26  71  9  8 104 16 10 100

3 10  83 10 20  94 17 12 105

4  9  91 11  7 113 18 42  57

5 15 102 12  9  96 19 17 121

6 20  87 13 10  83 20 11  86

7 18  93 14 11  84 21 10 100

EXAMPLE
STEP4
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4-STEP EXAMPLES: By read-
ing the 4-Step Examples and 
mastering the special “State-
Plan-Do-Conclude” framework, 
you can develop good problem-
solving skills and your ability to 
tackle more complex problems 
like those on the AP® exam. 
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Exercises

1. coral reefs How sensitive to changes in water 
temperature are coral reefs? To find out, measure 
the growth of corals in aquariums where the water 
temperature is controlled at different levels. Growth is 
measured by weighing the coral before and after the 
experiment. What are the explanatory and response 
variables? Are they categorical or quantitative?

2. treating breast cancer Early on, the most common 
treatment for breast cancer was removal of the breast. 
It is now usual to remove only the tumor and nearby 
lymph nodes, followed by radiation. The change in 
 policy was due to a large medical experiment that com-
pared the two treatments. Some breast cancer patients, 
chosen at random, were given one or the other treatment. 
The patients were closely followed to see how long they 
lived following surgery. What are the explanatory and 
response variables? Are they categorical or quantitative?

3. iQ and grades Do students with higher IQ test scores 
tend to do better in school? The figure below shows 
a scatterplot of IQ and school grade point average 
(GPA) for all 78 seventh-grade students in a rural 
midwestern school. (GPA was recorded on a 12-point 
scale with A+ = 12, A = 11, A− = 10, B+ = 9, . . . , 
D− = 1, and F = 0.)5
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(a)  Does the plot show a positive or negative association 
between the variables? Why does this make sense?

(b)  What is the form of the relationship? Is it very strong? 
Explain your answers.

(c)  At the bottom of the plot are several points that we 
might call outliers. One student in particular has a 
very low GPA despite an average IQ score. What are 
the approximate IQ and GPA for this student?

4. how much gas? Joan is concerned about the 
amount of energy she uses to heat her home. The 
graph below plots the mean number of cubic feet of 
gas per day that Joan used each month against the 
average temperature that month (in degrees Fahren-
heit) for one heating season.
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(a)  Does the plot show a positive or negative association 
between the variables? Why does this make sense?

(b)  What is the form of the relationship? Is it very strong? 
Explain your answers.

(c)  Explain what the point at the bottom right of the plot 
represents.

5. heavy backpacks Ninth-grade students at the Webb 
Schools go on a backpacking trip each fall. Students are 
divided into hiking groups of size 8 by selecting names 
from a hat. Before leaving, students and their backpacks 
are weighed. The data here are from one hiking group 
in a recent year. Make a scatterplot by hand that shows 
how backpack weight relates to body weight.

Body weight (lb): 120 187 109 103 131 165 158 116

Backpack weight (lb): 26 30 26 24 29 35 31 28

6. bird colonies One of nature’s patterns connects the 
percent of adult birds in a colony that return from 
the previous year and the number of new adults that 
join the colony. Here are data for 13 colonies of 
 sparrowhawks:6

Percent return: 74 66 81 52 73 62 52 45 62 46 60 46 38

New adults: 5 6 8 11 12 15 16 17 18 18 19 20 20

 Make a scatterplot by hand that shows how the number 
of new adults relates to the percent of returning birds.

pg 144

pg 145

Section 3.1
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Need extra help? Examples 
and exercises marked with 
the PLAY ICON are 
supported by short video clips 
prepared by experienced AP® 
teachers. The video guides 
you through each step in the 
example and solution and 
gives you extra help when you 
need it.

144   C H A P T E R  3  Describing relationships

It is easiest to identify explanatory and response variables when we actually 
specify values of one variable to see how it affects another variable. For instance, 
to study the effect of alcohol on body temperature, researchers gave several dif-
ferent amounts of alcohol to mice. Then they measured the change in each 
mouse’s body temperature 15 minutes later. In this 
case, amount of alcohol is the explanatory variable, 
and change in body temperature is the response 
variable. When we don’t specify the values of either 
variable but just observe both variables, there may 
or may not be explanatory and response vari-
ables. Whether there are depends on how 
you plan to use the data.

In many studies, the goal is to show that changes in one or more explanatory 
variables actually cause changes in a response variable. However, other explanatory- 
response relationships don’t involve direct causation. In the alcohol and mice study, 
alcohol actually causes a change in body temperature. But there is no cause-and-effect 
relationship between SAT Math and Critical Reading scores. Because the scores are 
closely related, we can still use a state’s mean SAT Critical Reading score to predict its 
mean Math score. We will learn how to make such predictions in Section 3.2.

CHECK YOUR UNDERSTANDING
Identify the explanatory and response variables in each setting.

1.  How does drinking beer affect the level of alcohol in people’s blood? The legal limit 
for driving in all states is 0.08%. In a study, adult volunteers drank different numbers of 
cans of beer. Thirty minutes later, a police officer measured their blood alcohol levels.
2. The National Student Loan Survey provides data on the amount of debt for recent 
college graduates, their current income, and how stressed they feel about college debt. A 
sociologist looks at the data with the goal of using amount of debt and income to explain 
the stress caused by college debt.

 

You will often see explanatory variables 
called independent variables and 
response variables called dependent 
variables. Because the words 
“independent” and “dependent” have 
other meanings in statistics, we won’t 
use them here.

Linking SAT Math and Critical  
Reading Scores
Explanatory or response?
Julie asks, “Can I predict a state’s mean SAT Math score if I know its mean SAT 
Critical Reading score?” Jim wants to know how the mean SAT Math and Critical 
Reading scores this year in the 50 states are related to each other.

PROBLEM: For each student, identify the explanatory variable and the response variable if  possible.
SOLUTION: Julie is treating the mean SAT Critical Reading score as the explanatory variable and 
the mean SAT Math score as the response variable. Jim is simply interested in exploring the relation-
ship between the two variables. For him, there is no clear explanatory or response variable.

EXAMPLE

For Practice Try Exercise   1
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EXERCISES: Practice makes perfect!

192   C H A P T E R  3  Describing relationships

Summary
• A regression line is a straight line that describes how a response variable y  changes 

as an explanatory variable x changes. You can use a regression line to predict the 
value of y for any value of x by substituting this x into the equation of the line.

• The slope b of a regression line ŷ = a + bx is the rate at which the predicted 
response ŷ changes along the line as the explanatory variable x changes. Spe-
cifically, b is the predicted change in y when x increases by 1 unit.

• The y intercept a of a regression line ŷ = a + bx is the predicted response ŷ 
when the explanatory variable x equals 0. This prediction is of no statistical 
use unless x can actually take values near 0.

• Avoid extrapolation, the use of a regression line for prediction using values 
of the explanatory variable outside the range of the data from which the line 
was calculated.

• The most common method of fitting a line to a scatterplot is least squares. The 
least-squares regression line is the straight line ŷ = a + bx that minimizes the 
sum of the squares of the vertical distances of the observed points from the line.

• You can examine the fit of a regression line by studying the residuals, which 
are the differences between the observed and predicted values of y. Be on the 
lookout for patterns in the residual plot, which indicate that a linear model 
may not be appropriate.

• The standard deviation of the residuals s measures the typical size of the 
prediction errors (residuals) when using the regression line.

• The coefficient of determination r2 is the fraction of the variation in the 
response variable that is accounted for by least-squares regression on the ex-
planatory variable.

• The least-squares regression line of y on x is the line with slope b = r(sy/sx) 
and intercept a = y– − bx–. This line always passes through the point (x–, y–).

• Correlation and regression must be interpreted with caution. Plot the data to be 
sure that the relationship is roughly linear and to detect outliers. Also look for in-
fluential observations, individual points that substantially change the correlation 
or the regression line. Outliers in x are often influential for the regression line.

• Most of all, be careful not to conclude that there is a cause-and-effect rela-
tionship between two variables just because they are strongly associated.

Section 3.2

3.2   TECHNOLOGY 
CORNERS

8. least-squares regression lines on the calculator page 171
9. residual plots on the calculator page 175

TI-Nspire Instructions in Appendix B; HP Prime instructions on the book’s Web site
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Start by reading the  
SECTION SUMMARY to be 
sure that you understand 
the key concepts.

Practice! Work the 
EXERCISES assigned by 
your teacher. Compare 
your answers to those in 
the Solutions Appendix at 
the back of the book. Short 
solutions to the exercises 
numbered in red are found in 
the appendix.

Look for icons that appear 
next to selected problems. 
They will guide you to

Most of the exercises 
are paired, meaning that 
odd- and even-numbered 
problems test the same skill 
or concept. If you answer an 
assigned problem incorrectly, 
try to fgure out your mistake. 
Then see if you can solve the 
paired exercise.
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Exercises
35. What’s my line? You use the same bar of soap to 

shower each morning. The bar weighs 80 grams when 
it is new. Its weight goes down by 6 grams per day on 
average. What is the equation of the regression line 
for predicting weight from days of use?

36. What’s my line? An eccentric professor believes that 
a child with IQ 100 should have a reading test score 
of 50 and predicts that reading score should increase 
by 1 point for every additional point of IQ. What 
is the equation of the professor’s regression line for 
predicting reading score from IQ?

37. gas mileage We expect a car’s highway gas mileage 
to be related to its city gas mileage. Data for all 1198 
vehicles in the government’s recent Fuel Economy 
Guide give the regression line: predicted highway  
mpg = 4.62 + 1.109 (city mpg).

(a) What’s the slope of this line? Interpret this value in  context.

(b) What’s the y intercept? Explain why the value of the 
intercept is not statistically meaningful.

(c) Find the predicted highway mileage for a car that gets 
16 miles per gallon in the city.

38. iQ and reading scores Data on the IQ test scores 
and reading test scores for a group of fifth-grade 
children give the following regression line: predicted 
reading score = −33.4 + 0.882(IQ score).

(a) What’s the slope of this line? Interpret this value in 
context.

(b) What’s the y intercept? Explain why the value of the 
intercept is not statistically meaningful.

(c) Find the predicted reading score for a child with an 
IQ score of 90.

39. acid rain Researchers studying acid rain measured 
the acidity of precipitation in a Colorado wilderness 
area for 150 consecutive weeks. Acidity is measured 
by pH. Lower pH values show higher acidity. The 
researchers observed a linear pattern over time. 
They reported that the regression line pH = 5.43 − 
0.0053(weeks) fit the data well.19

(a) Identify the slope of the line and explain what it 
means in this setting.

(b) Identify the y intercept of the line and explain what it 
means in this setting.

(c) According to the regression line, what was the pH at 
the end of this study?

40. how much gas? In Exercise 4 (page 159), we exam-
ined the relationship between the average monthly 
temperature and the amount of natural gas consumed 

in Joan’s midwestern home. The figure below shows 
the original scatterplot with the least-squares line 
added. The equation of the least-squares line is 
ŷ = 1425 − 19.87x.
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(a) Identify the slope of the line and explain what it 
means in this setting.

(b) Identify the y intercept of the line. Explain why it’s 
risky to use this value as a prediction.

(c) Use the regression line to predict the amount of 
natural gas Joan will use in a month with an average 
temperature of 30°F.

41. acid rain Refer to Exercise 39. Would it be appropri-
ate to use the regression line to predict pH after 1000 
months? Justify your answer.

42. how much gas? Refer to Exercise 40. Would it be 
appropriate to use the regression line to predict Joan’s 
natural-gas consumption in a future month with an 
average temperature of 65°F? Justify your answer.

43. least-squares idea The table below gives a small 
set of data. Which of the following two lines fits the 
data better: ŷ = 1 − x or ŷ = 3 − 2x? Use the least-
squares criterion to justify your answer. (Note: Neither 
of these two lines is the least-squares regression line 
for these data.)

x: −1 1 1   3   5

y:   2 0 1 −1 −5

44. least-squares idea In Exercise 40, the line drawn 
on the scatterplot is the least-squares regression line. 
Explain the meaning of the phrase “least-squares” to 
Joan, who knows very little about statistics.

45. acid rain In the acid rain study of Exercise 39, the 
actual pH measurement for Week 50 was 5.08. Find 
and interpret the residual for this week.

46. how much gas? Refer to Exercise 40. During March, 
the average temperature was 46.4°F and Joan used 490 
cubic feet of gas per day. Find and interpret the residual 
for this month.

pg 166

pg 169

Section 3.2

Starnes-Yates5e_c03_140-205hr2.indd   193 9/30/13   4:45 PM

•	 an Example that models 
the problem.

•	 videos that provide step-
by-step instructions for 
solving the problem.

•	 earlier sections on which 
the problem draws (here, 
Section 2.2).

•	 examples with the 
4-Step State-Plan-Do- 
Conclude way of solving 
problems.
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63. husbands and wives Refer to Exercise 61.

(a) Find r2 and interpret this value in context.

(b) For these data, s = 1.2. Interpret this value. 

64. the stock market Refer to Exercise 62.

(a) Find r2 and interpret this value in context. 

(b) For these data, s = 8.3. Interpret this value.

65. Will i bomb the final? We expect that students 
who do well on the midterm exam in a course will 
usually also do well on the final exam. Gary Smith 
of Pomona College looked at the exam scores of 
all 346 students who took his statistics class over a 
10-year period.22 Assume that both the midterm and 
final exam were scored out of 100 points.

(a) State the equation of the least-squares regression line 
if each student scored the same on the midterm and 
the final.

(b) The actual least-squares line for predicting final-
exam score y from midterm-exam score x was 
ŷ = 46.6 + 0.41x. Predict the score of a student who 
scored 50 on the midterm and a student who scored 
100 on the midterm.

(c) Explain how your answers to part (b) illustrate regres-
sion to the mean.

66.  it’s still early We expect that a baseball player who 
has a high batting average in the first month of the 
season will also have a high batting average the rest of 
the season. Using 66 Major League Baseball players 
from the 2010 season,23 a least-squares regression 
line was calculated to predict rest-of-season batting 
average y from first-month batting average x. Note: A 
player’s batting average is the proportion of times at 
bat that he gets a hit. A batting average over 0.300 is 
considered very good in Major League Baseball.

(a) State the equation of the least-squares regression line 
if each player had the same batting average the rest of 
the season as he did in the first month of the season.

(b) The actual equation of the least-squares regression line 
is ŷ = 0.245 + 0.109x. Predict the rest-of-season batting 
average for a player who had a 0.200 batting average 
the first month of the season and for a player who had a 
0.400 batting average the first month of the season.

(c) Explain how your answers to part (b) illustrate regres-
sion to the mean.

67. beavers and beetles Do beavers benefit beetles? 
Researchers laid out 23 circular plots, each 4 meters 
in diameter, in an area where beavers were cutting 
down cottonwood trees. In each plot, they counted the 
number of stumps from trees cut by beavers and the 
number of clusters of beetle larvae. Ecologists think 
that the new sprouts from stumps are more tender than 
other cottonwood growth, so that beetles prefer them. 

STEP4

 pg  185

If so, more stumps should produce more beetle larvae. 
Here are the data:24

Stumps: 2 2 1 3 3 4 3 1 2 5 1 3

Beetle larvae: 10 30 12 24 36 40 43 11 27 56 18 40

Stumps: 2 1 2 2 1 1 4 1 2 1 4

Beetle larvae: 25 8 21 14 16 6 54 9 13 14 50

 Can we use a linear model to predict the number of 
beetle larvae from the number of stumps? If so, how 
accurate will our predictions be? Follow the four-step 
process.

68. Fat and calories The number of calories in a food 
item depends on many factors, including the amount 
of fat in the item. The data below show the amount 
of fat (in grams) and the number of calories in 7 beef 
sandwiches at McDonalds.25

Sandwich Fat Calories

Big Mac® 29 550

Quarter Pounder® with Cheese 26 520

Double Quarter Pounder® with Cheese 42 750

Hamburger  9 250

Cheeseburger 12 300

Double Cheeseburger 23 440

McDouble 19 390

 Can we use a linear model to predict the number of 
calories from the amount of fat? If so, how accurate will 
our predictions be? Follow the four-step process.

69. Managing diabetes People with diabetes measure 
their fasting plasma glucose (FPG; measured in units 
of milligrams per milliliter) after fasting for at least 
8 hours. Another measurement, made at regular 
medical checkups, is called HbA. This is roughly 
the percent of red blood cells that have a glucose 
molecule attached. It measures average exposure to 
glucose over a period of several months. The table 
below gives data on both HbA and FPG for 18 diabet-
ics five months after they had completed a diabetes 
education class.27

STEP4

 
Subject

HbA 
(%)

FPG 
(mg/mL)

 1  6.1 141

 2  6.3 158

 3  6.4 112

 4  6.8 153

 5  7.0 134

 6  7.1  95

 7  7.5  96

 8  7.7  78

 9  7.9 148

 
Subject

HbA 
(%)

FPG 
(mg/mL)

10  8.7 172

11  9.4 200

12 10.4 271

13 10.6 103

14 10.7 172

15 10.7 359

16 11.2 145

17 13.7 147

18 19.3 255
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(c) 0.93.
(d) 6.4.
(e) Can’t tell without seeing the data.
75. In addition to the regression line, the report on the 

Mumbai measurements says that r2 = 0.95. This 
 suggests that

(a) although arm span and height are correlated, arm 
span does not predict height very accurately.

(b) height increases by !0.95 = 0.97 cm for each ad-
ditional centimeter of arm span.

(c) 95% of the relationship between height and arm span 
is accounted for by the regression line.

(d) 95% of the variation in height is accounted for by the 
regression line.

(e) 95% of the height measurements are accounted for by 
the regression line.

76. One child in the Mumbai study had height 59 cm 
and arm span 60 cm. This child’s residual is

(a)  −3.2 cm. (c) −1.3 cm. (e)  62.2 cm.
(b) −2.2 cm. (d)  3.2 cm.
77. Suppose that a tall child with arm span 120 cm and 

height 118 cm was added to the sample used in this 
study. What effect will adding this child have on the 
correlation and the slope of the least-squares regres-
sion line?

(a) Correlation will increase, slope will increase.
(b) Correlation will increase, slope will stay the same.
(c) Correlation will increase, slope will decrease.
(d) Correlation will stay the same, slope will stay the same.
(e) Correlation will stay the same, slope will increase.
78. Suppose that the measurements of arm span and 

height were converted from centimeters to meters 
by dividing each measurement by 100. How will this 
conversion affect the values of r2 and s?

(a) r2 will increase, s will increase.

(b) r2 will increase, s will stay the same.
(c) r2 will increase, s will decrease.
(d) r2 will stay the same, s will stay the same.
(e) r2 will stay the same, s will decrease.

Exercises 79 and 80 refer to the following setting.
In its recent Fuel Economy Guide, the Environmental 
Protection Agency gives data on 1152 vehicles. There are 
a number of outliers, mainly vehicles with very poor gas 
mileage. If we ignore the outliers, however, the combined 
city and highway gas mileage of the other 1120 or so ve-
hicles is approximately Normal with mean 18.7 miles per 
gallon (mpg) and standard deviation 4.3 mpg.
79. in my chevrolet (2.2) The Chevrolet Malibu with 

a four-cylinder engine has a combined gas mileage of 
25 mpg. What percent of all vehicles have worse gas 
mileage than the Malibu?

80. the top 10% (2.2) How high must a vehicle’s gas 
mileage be in order to fall in the top 10% of all 
vehicles? (The distribution omits a few high outliers, 
mainly hybrid gas-electric vehicles.)

81. Marijuana and traffic accidents (1.1) Researchers 
in New Zealand interviewed 907 drivers at age 21. 
They had data on traffic accidents and they asked the 
drivers about marijuana use. Here are data on the 
numbers of accidents caused by these drivers at age 
19, broken down by marijuana use at the same age:29

Marijuana use per year

Never 1–10 times 11–50 times 51 ∙ times

Drivers 452 229 70 156

Accidents caused  59  36 15  50

(a) Make a graph that displays the accident rate for each 
class. Is there evidence of an association between 
marijuana use and traffic accidents?

(b) Explain why we can’t conclude that marijuana use 
causes accidents.

The following problem is modeled after actual AP® Statistics exam 
free response questions. Your task is to generate a complete, con-
cise response in 15 minutes.

Directions: Show all your work. Indicate clearly the methods 
you use, because you will be scored on the correctness of your 
methods as well as on the accuracy and completeness of your 
results and explanations.

Two statistics students went to a flower shop and ran-
domly selected 12 carnations. When they got home, the 
students prepared 12 identical vases with exactly the same 
amount of water in each vase. They put one tablespoon of 
sugar in 3 vases, two tablespoons of sugar in 3 vases, and 
three tablespoons of sugar in 3 vases. In the remaining 
3 vases, they put no sugar. After the vases were prepared, 
the students randomly assigned 1 carnation to each vase 

FRAPPY! Free Response AP® Problem, Yay!
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Section 3.1: Scatterplots and Correlation

In this section, you learned how to explore the relationship 
between two quantitative variables. As with distributions of 
a single variable, the first step is always to make a graph. A 
scatterplot is the appropriate type of graph to investigate as-
sociations between two quantitative variables. To describe a 
scatterplot, be sure to discuss four characteristics: direction, 
form, strength, and outliers. The direction of an associa-
tion might be positive, negative, or neither. The form of 
an association can be linear or nonlinear. An association is 
strong if it closely follows a specific form. Finally, outliers 
are any points that clearly fall outside the pattern of the rest 
of the data. 

The correlation r is a numerical summary that describes 
the direction and strength of a linear association. When 
r > 0, the association is positive, and when r < 0, the 
association is negative. The correlation will always take 
values between −1 and 1, with r = −1 and r = 1 indicat-
ing a perfectly linear relationship. Strong linear associa-
tions have correlations near 1 or −1, while weak linear 
relationships have correlations near 0. However, it isn’t 

possible to determine the form of an association from 
only the correlation. Strong nonlinear relationships can 
have a correlation close to 1 or a correlation close to 0, 
depending on the association. You also learned that out-
liers can greatly affect the value of the correlation and 
that correlation does not imply causation. That is, we 
can’t assume that changes in one variable cause changes 
in the other variable, just because they have a correla-
tion close to 1 or –1.

Section 3.2: Least-Squares Regression

In this section, you learned how to use least-squares re-
gression lines as models for relationships between vari-
ables that have a linear association. It is important to 
understand the difference between the actual data and 
the model used to describe the data. For example, when 
you are interpreting the slope of a least-squares regression 
line, describe the predicted change in the y variable. To 
emphasize that the model only provides predicted val-
ues, least-squares regression lines are always expressed in 
terms of ŷ instead of y.

Chapter Review

and observed how many hours each flower continued to 
look fresh. A scatterplot of the data is shown below.
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(a) Briefly describe the association shown in the 
 scatterplot.

(b) The equation of the least-squares regression line 
for these data is ŷ = 180.8 + 15.8x. Interpret the 
slope of the line in the context of the study.

(c) Calculate and interpret the residual for the flower 
that had 2 tablespoons of sugar and looked fresh for 
204 hours.

(d) Suppose that another group of students conducted 
a similar experiment using 12 flowers, but in-
cluded different varieties in addition to carnations. 
Would you expect the value of r2 for the second 
group’s data to be greater than, less than, or about 
the same as the value of r2 for the first group’s data? 
Explain.

After you finish, you can view two example solutions on the book’s 
Web site (www.whfreeman.com/tps5e). Determine whether you 
think each solution is “complete,” “substantial,” “developing,” or 
“minimal.” If the solution is not complete, what improvements would 
you suggest to the student who wrote it? Finally, your teacher will 
provide you with a scoring rubric. Score your response and note 
what, if anything, you would do differently to improve your own 
score.
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Review the CHAPTER 
SUMMARY to be sure that  
you understand the key 
concepts in each section.

Tackle the CHAPTER REVIEW 
EXERCISES for practice in 
solving problems that test 
concepts from throughout the 
chapter.

Use the WHAT DID YOU 
LEARN? table to guide you 
to model examples and exer-
cises to verify your mastery of 
each Learning Objective.

The difference between the observed value of y and the 
predicted value of y is called a residual. Residuals are the key 
to understanding almost everything in this section. To find 
the equation of the least-squares regression line, find the line 
that minimizes the sum of the squared residuals. To see if a 
linear model is appropriate, make a residual plot. If there is 
no leftover pattern in the residual plot, you know the model 
is appropriate. To assess how well a line fits the data, calculate 
the standard deviation of the residuals s to estimate the size 
of a typical prediction error. You can also calculate r2, which 

measures the fraction of the variation in the y variable that is 
accounted for by its linear relationship with the x variable.

You also learned how to obtain the equation of a least-
squares regression line from computer output and from 
summary statistics (the means and standard deviations of 
two variables and their correlation). As with the correlation, 
the equation of the least-squares regression line and the val-
ues of s and r2 can be greatly influenced by outliers, so be 
sure to plot the data and note any unusual values before 
making any calculations.

What Did You Learn?
Learning Objective Section Related Example 

on Page(s)
Relevant Chapter 
Review Exercise(s)

Identify explanatory and response variables in situations where one 
variable helps to explain or influences the other. 3.1 144 R3.4

Make a scatterplot to display the relationship between two 
 quantitative variables. 3.1 145, 148 R3.4

Describe the direction, form, and strength of a relationship 
 displayed in a scatterplot and recognize outliers in a scatterplot. 3.1 147, 148 R3.1

Interpret the correlation.  3.1 152 R3.3, R3.4

Understand the basic properties of correlation, including how the 
correlation is influenced by outliers.  3.1 152, 156, 157 R3.1, R3.2

Use technology to calculate correlation. 3.1 Activity on 152, 171 R3.4

Explain why association does not imply causation. 3.1 Discussion on 156, 190 R3.6

Interpret the slope and y intercept of a least-squares regression line. 3.2 166 R3.2, R3.4

Use the least-squares regression line to predict y for a given x. 
Explain the dangers of extrapolation. 3.2

167, Discussion on 168 
(for extrapolation) R3.2, R3.4, R3.5

Calculate and interpret residuals. 3.2 169 R3.3, R3.4

Explain the concept of least squares. 3.2 Discussion on 169 R3.5

Determine the equation of a least-squares regression line using 
technology or computer output.  3.2

Technology Corner on 
171, 181 R3.3, R3.4

Construct and interpret residual plots to assess whether a linear 
model is appropriate. 3.2 Discussion on 175, 180 R3.3, R3.4

Interpret the standard deviation of the residuals and r 2 and use 
these values to assess how well the least-squares regression line 
models the relationship between two variables. 3.2 180 R3.3, R3.5

Describe how the slope, y intercept, standard deviation of the 
residuals, and r 2 are influenced by outliers. 3.2 Discussion on 188 R3.1

Find the slope and y intercept of the least-squares regression 
line from the means and standard deviations of x and y and their 
 correlation. 3.2 183 R3.5

201
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Chapter Review ExercisesChapter 3

These exercises are designed to help you review the important 
ideas and methods of the chapter.

r3.1 born to be old? Is there a relationship between the 
gestational period (time from conception to birth) 
of an animal and its average life span? The figure 
shows a scatterplot of the gestational period and av-
erage life span for 43 species of animals.30
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 (a) Describe the association shown in the scatterplot.

 (b) Point A is the hippopotamus. What effect does this 
point have on the correlation, the equation of the 
least-squares regression line, and the standard de-
viation of the residuals?

 (c) Point B is the Asian elephant. What effect does this 
point have on the correlation, the equation of the 
least-squares regression line, and the standard de-
viation of the residuals?

r3.2 penguins diving A study of king penguins looked 
for a relationship between how deep the penguins 
dive to seek food and how long they stay under 
water.31 For all but the shallowest dives, there is a 
linear relationship that is different for different pen-
guins. The study gives a scatterplot for one penguin 
titled “The Relation of Dive Duration (y) to Depth 
(x).” Duration y is measured in minutes and depth 
x is in meters. The report then says, “The regression 
equation for this bird is: ŷ = 2.69 + 0.0138x.”

 (a) What is the slope of the regression line? Interpret 
this value.

 (b) Does the y intercept of the regression line make any 
sense? If so, interpret it. If not, explain why not.

 (c) According to the regression line, how long does a 
typical dive to a depth of 200 meters last?

 (d) Suppose that the researchers reversed the variables, 
using x = dive duration and y = depth. What effect 
will this have on the correlation? On the equation 
of the least-squares regression line?

r3.3 stats teachers’ cars A random sample of AP® Sta-
tistics teachers was asked to report the age (in years) 
and mileage of their primary vehicles. A scatterplot 
of the data, a least-squares regression printout, and 
a residual plot are provided below.

Predictor Coef SE Coef T P
Constant 3704 8268 0.45 0.662
Age 12188 1492 8.17 0.000

S = 20870.5   R-Sq = 83.7%   R-Sq(adj) = 82.4%
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 (a) Give the equation of the least-squares regression 
line for these data. Identify any variables you use.

 (b) One teacher reported that her 6-year-old car had 
65,000 miles on it. Find and interpret its residual.

 (c) What’s the correlation between car age and mile-
age? Interpret this value in context.

 (d) Is a linear model appropriate for these data? Ex-
plain how you know.

 (e) Interpret the values of s and r2.

r3.4 late bloomers? Japanese cherry trees tend to blos-
som early when spring weather is warm and later 
when spring weather is cool. Here are some data 
on the average March temperature (in °C) and the 
day in April when the first cherry blossom appeared 
over a 24-year period:32

Temperature (°C): 4.0 5.4 3.2 2.6 4.2 4.7 4.9 4.0 4.9 3.8 4.0 5.1
Days in April 
to first bloom: 14 8 11 19 14 14 14 21 9 14 13 11

Temperature (°C): 4.3 1.5 3.7 3.8 4.5 4.1 6.1 6.2 5.1 5.0 4.6 4.0
Days in April  
to first bloom: 13 28 17 19 10 17 3 3 11 6 9 11
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 (a) Make a well-labeled scatterplot that’s suitable for pre-
dicting when the cherry trees will bloom from the 
temperature. Which variable did you choose as the 
explanatory variable? Explain.

 (b) Use technology to calculate the correlation and the 
equation of the least-squares regression line. Inter-
pret the correlation, slope, and y intercept of the line 
in this setting.

 (c) Suppose that the average March temperature this year 
was 8.2°C. Would you be willing to use the equation 
in part (b) to predict the date of first bloom? Explain.

 (d) Calculate and interpret the residual for the year when the  
average March temperature was 4.5°C. Show your work.

 (e) Use technology to help construct a residual plot. De-
scribe what you see.

r3.5  What’s my grade? In Professor Friedman’s econom-
ics course, the correlation between the students’ total 
scores prior to the final examination and their final-
examination scores is r = 0.6. The pre-exam totals for 
all students in the course have mean 280 and stan-
dard deviation 30. The final-exam scores have mean 
75 and standard deviation 8. Professor Friedman has 

lost Julie’s final exam but knows that her total before 
the exam was 300. He decides to predict her final-
exam score from her pre-exam total.

 (a) Find the equation for the appropriate least-squares 
regression line for Professor Friedman’s prediction. 

 (b) Use the least-squares regression line to predict  Julie’s 
final-exam score.

 (c) Explain the meaning of the phrase “least squares” in 
the context of this question. 

 (d) Julie doesn’t think this method accurately predicts 
how well she did on the final exam. Determine r2. 
Use this result to argue that her actual score could 
have been much higher (or much lower) than the 
predicted value.

r3.6 calculating achievement The principal of a high 
school read a study that reported a high correlation 
between the number of calculators owned by high 
school students and their math achievement. Based 
on this study, he decides to buy each student at his 
school two calculators, hoping to improve their 
math achievement. Explain the flaw in the princi-
pal’s reasoning. 

t3.1 A school guidance counselor examines the number 
of extracurricular activities that students do and their 
grade point average. The guidance counselor says, 
“The evidence indicates that the correlation between 
the number of extracurricular activities a student par-
ticipates in and his or her grade point average is close 
to zero.” A correct interpretation of this statement 
would be that

 (a) active students tend to be students with poor grades, 
and vice versa.

 (b) students with good grades tend to be students who 
are not involved in many extracurricular activities, 
and vice versa.

 (c) students involved in many extracurricular activities are 
just as likely to get good grades as bad grades; the same is 
true for students involved in few extracurricular activities.

 (d) there is no linear relationship between number of activ-
ities and grade point average for students at this school.

 (e) involvement in many extracurricular activities and 
good grades go hand in hand.

t3.2 The British government conducts regular surveys 
of household spending. The average weekly house-
hold spending (in pounds) on tobacco products and 

alcoholic beverages for each of 11 regions in Great 
Britain was recorded. A scatterplot of spending on 
alcohol versus spending on tobacco is shown below. 
Which of the following statements is true?
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 (a) The observation (4.5, 6.0) is an outlier.
 (b) There is clear evidence of a negative association be-

tween spending on alcohol and tobacco.
 (c) The equation of the least-squares line for this plot 

would be approximately ŷ = 10 − 2x.
 (d) The correlation for these data is r = 0.99.
 (e) The observation in the lower-right corner of the plot is 

influential for the least-squares line.

Section I: Multiple Choice Select the best answer for each question.

AP® Statistics Practice TestChapter 3
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Each chapter concludes with
an AP® STATISTICS
PRACTICE TEST. This test
includes about 10 AP®-style
multiple-choice questions and
3 free-response questions.

Four CUMULATIVE AP® TESTS
simulate the real exam. They 
are placed after Chapters 4, 7, 
10, and 12. The tests expand 
in length and content coverage 
from the frst through the 
fourth.

Learn how to answer free-response 
questions successfully by working 
the FRAPPY! The Free Response 
AP® Problem, Yay! that comes 
just before the Chapter Review in 
every chapter.

Cumulative AP® Practice Test 1 

AP1.1 You look at real estate ads for houses in Sarasota, 
Florida. Many houses range from $200,000 to 
$400,000 in price. The few houses on the water, 
however, have prices up to $15 million. Which of 
the following statements best describes the distribu-
tion of home prices in Sarasota?

 (a) The distribution is most likely skewed to the left, 
and the mean is greater than the median.

 (b) The distribution is most likely skewed to the left, 
and the mean is less than the median.

 (c) The distribution is roughly symmetric with a few 
high outliers, and the mean is approximately equal 
to the median.

 (d) The distribution is most likely skewed to the right, 
and the mean is greater than the median.

 (e) The distribution is most likely skewed to the right, 
and the mean is less than the median.

AP1.2 A child is 40 inches tall, which places her at the 90th 
percentile of all children of similar age. The heights 
for children of this age form an approximately 
Normal distribution with a mean of 38 inches. Based 
on this information, what is the standard deviation of 
the heights of all children of this age?

 (a) 0.20 inches  (c) 0.65 inches  (e) 1.56 inches
 (b) 0.31 inches  (d) 1.21 inches

AP1.3 A large set of test scores has mean 60 and standard 
deviation 18. If each score is doubled, and then 5 is 
subtracted from the result, the mean and standard 
deviation of the new scores are

 (a) mean 115; std. dev. 31.  (d) mean 120; std. dev. 31.
 (b) mean 115; std. dev. 36.  (e) mean 120; std. dev. 36.
 (c) mean 120; std. dev. 6.

AP1.4 For a certain experiment, the available experimen-
tal units are eight rats, of which four are female 
(F1, F2, F3, F4) and four are male (M1, M2, M3, 
M4). There are to be four treatment groups, A, B, 
C, and D. If a randomized block design is used, 
with the experimental units blocked by gender, 
which of the following assignments of treatments 
is impossible?

 (a) A S (F1, M1), B S (F2, M2), 
C S (F3, M3), D S (F4, M4)

 (b) A S (F1, M2), B S (F2, M3), 
C S (F3, M4), D S (F4, M1)

 (c) A S (F1, M2), B S (F3, F2), 
C S (F4, M1), D S (M3, M4)

 (d) A S (F4, M1), B S (F2, M3), 
C S (F3, M2), D S (F1, M4)

 (e) A S (F4, M1), B S (F1, M4), 
C S (F3, M2), D S (F2, M3)

AP1.5  For a biology project, you measure the weight in 
grams (g)  and the tail length in millimeters (mm) of 
a group of mice. The equation of the least-squares 
line for predicting tail length from weight is

predicted tail length = 20 + 3 × weight
 Which of the following is not correct?
 (a) The slope is 3, which indicates that a mouse’s 

weight should increase by about 3 grams for each 
additional millimeter of tail length.

 (b) The predicted tail length of a mouse that weighs 
38 grams is 134 millimeters.

 (c) By looking at the equation of the least-squares line, 
you can see that the correlation between weight 
and tail length is positive.

Section I: Multiple Choice Choose the best answer for Questions AP1.1 to AP1.14.

282   C H A P T E R  4  Designing stuDies

 (b) Why was one adult chosen at random in each 
household to respond to the survey?

 (c) Explain how undercoverage could lead to bias in 
this sample survey.

t4.14  Many people start their day with a jolt of caffeine 
from coffee or a soft drink. Most experts agree that 
people who take in large amounts of caffeine each 
day may suffer from physical withdrawal symptoms 
if they stop ingesting their usual amounts of caffeine. 
Researchers recruited 11 volunteers who were caf-
feine dependent and who were willing to take part in 
a caffeine withdrawal experiment. The experiment 
was conducted on two 2-day periods that occurred 
one week apart. During one of the 2-day periods, each 
subject was given a capsule containing the amount 

of caffeine normally ingested by that subject in one 
day. During the other study period, the subjects were 
given placebos. The order in which each subject 
received the two types of capsules was randomized. 
The subjects’ diets were restricted during each of the 
study periods. At the end of each 2-day study period, 
subjects were evaluated using a tapping task in which 
they were instructed to press a button 200 times as fast 
as they could.66

 (a) How and why was blocking used in the design of 
this experiment?

 (b) Why did researchers randomize the order in which 
subjects received the two treatments?

 (c) Could this experiment have been carried out in a 
double-blind manner? Explain.
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AP1.11  You are planning an experiment to determine 
the effect of the brand of gasoline and the weight 
of a car on gas mileage measured in miles per 
gallon. You will use a single test car, adding 
weights so that its total weight is 3000, 3500, or 
4000 pounds. The car will drive on a test track 
at each weight using each of Amoco, Marathon, 
and Speedway gasoline. Which is the best way to 
organize the study?

 (a) Start with 3000 pounds and Amoco and run the 
car on the test track. Then do 3500 and 4000 
pounds. Change to Marathon and go through the 
three weights in order. Then change to Speedway 
and do the three weights in  order once more.

 (b) Start with 3000 pounds and Amoco and run the 
car on the test track. Then change to Marathon 
and then to Speedway without changing the 
weight. Then add weights to get 3500 pounds and 
go through the three gasolines in the same order. 
Then change to 4000 pounds and do the three 
gasolines in order again.

 (c) Choose a gasoline at random, and run the car with 
this gasoline at 3000, 3500, and 4000 pounds in 
order. Choose one of the two remaining gasolines 
at random and again run the car at 3000, then 
3500, then 4000 pounds. Do the same with the 
last gasoline.

 (d) There are nine combinations of weight and gasoline. 
Run the car several times using each of these combi-
nations. Make all these runs in random order.

 (e) Randomly select an amount of weight and a brand 
of gasoline, and run the car on the test track. 
Repeat this process a total of 30 times.

AP1.12  A linear regression was performed using the five 
following data points: A(2, 22), B(10, 4), C(6, 14), 
D(14, 2), E(18, −4). The residual for which of the 
five points has the largest absolute value?

 (a) A  (b) B  (c) C  (d) D  (e) E

AP1.13  The frequency table below summarizes the times 
in the last month that patients at the emergency 
room of a small-city hospital waited to receive 
medical attention.

Waiting time Frequency

Less than 10 minutes 5

At least 10 but less than 20 minutes 24

At least 20 but less than 30 minutes 45

At least 30 but less than 40 minutes 38

At least 40 but less than 50 minutes 19

At least 50 but less than 60 minutes 7

At least 60 but less than 70 minutes 2

 Which of the following represents possible values 
for the median and mean waiting times for the 
emergency room last month?

 (a) median = 27 minutes and mean = 24 minutes
 (b) median = 28 minutes and mean = 30 minutes
 (c) median = 31 minutes and mean = 35 minutes
 (d) median = 35 minutes and mean = 39 minutes
 (e) median = 45 minutes and mean = 46 minutes

AP1.14  Boxplots of two data sets are shown.

Plot 1

Plot 2

 Based on the boxplots, which statement below is 
true?

 (a) The range of both plots is about the same.
 (b) The means of both plots are approximately equal.
 (c) Plot 2 contains more data points than Plot 1.
 (d) The medians are approximately equal.
 (e) Plot 1 is more symmetric than Plot 2.

Section II: Free Response Show all your work. Indicate clearly the methods you use, because you will be graded 
on the correctness of your methods as well as on the accuracy and completeness of your results and  explanations.

AP1.15  The manufacturer of exercise machines for fitness 
centers has designed two new elliptical machines 
that are meant to increase cardiovascular fit-
ness. The two machines are being tested on 30 
volunteers at a fitness center near the company’s 
headquarters. The volunteers are randomly as-
signed to one of the machines and use it daily for 
two months. A measure of cardiovascular fitness 
is administered at the start of the experiment and 
again at the end. The  following table contains the 
differences in the two scores  (After – Before) for 

the two machines. Note that higher scores indicate 
larger gains in fitness.

Machine A Machine B

0 2

5 4 1 0

8 7 6 3 2 0 2 1 5 9

9 7 4 1 1 3 2 4 8 9

6 1 4 2 5 7

5 3 5 9
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(c) 0.93.
(d) 6.4.
(e) Can’t tell without seeing the data.
75. In addition to the regression line, the report on the 

Mumbai measurements says that r2 = 0.95. This 
 suggests that

(a) although arm span and height are correlated, arm 
span does not predict height very accurately.

(b) height increases by !0.95 = 0.97 cm for each ad-
ditional centimeter of arm span.

(c) 95% of the relationship between height and arm span 
is accounted for by the regression line.

(d) 95% of the variation in height is accounted for by the 
regression line.

(e) 95% of the height measurements are accounted for by 
the regression line.

76. One child in the Mumbai study had height 59 cm 
and arm span 60 cm. This child’s residual is

(a)  −3.2 cm. (c) −1.3 cm. (e)  62.2 cm.
(b) −2.2 cm. (d)  3.2 cm.
77. Suppose that a tall child with arm span 120 cm and 

height 118 cm was added to the sample used in this 
study. What effect will adding this child have on the 
correlation and the slope of the least-squares regres-
sion line?

(a) Correlation will increase, slope will increase.
(b) Correlation will increase, slope will stay the same.
(c) Correlation will increase, slope will decrease.
(d) Correlation will stay the same, slope will stay the same.
(e) Correlation will stay the same, slope will increase.
78. Suppose that the measurements of arm span and 

height were converted from centimeters to meters 
by dividing each measurement by 100. How will this 
conversion affect the values of r2 and s?

(a) r2 will increase, s will increase.

(b) r2 will increase, s will stay the same.
(c) r2 will increase, s will decrease.
(d) r2 will stay the same, s will stay the same.
(e) r2 will stay the same, s will decrease.

Exercises 79 and 80 refer to the following setting.
In its recent Fuel Economy Guide, the Environmental 
Protection Agency gives data on 1152 vehicles. There are 
a number of outliers, mainly vehicles with very poor gas 
mileage. If we ignore the outliers, however, the combined 
city and highway gas mileage of the other 1120 or so ve-
hicles is approximately Normal with mean 18.7 miles per 
gallon (mpg) and standard deviation 4.3 mpg.
79. in my chevrolet (2.2) The Chevrolet Malibu with 

a four-cylinder engine has a combined gas mileage of 
25 mpg. What percent of all vehicles have worse gas 
mileage than the Malibu?

80. the top 10% (2.2) How high must a vehicle’s gas 
mileage be in order to fall in the top 10% of all 
vehicles? (The distribution omits a few high outliers, 
mainly hybrid gas-electric vehicles.)

81. Marijuana and traffic accidents (1.1) Researchers 
in New Zealand interviewed 907 drivers at age 21. 
They had data on traffic accidents and they asked the 
drivers about marijuana use. Here are data on the 
numbers of accidents caused by these drivers at age 
19, broken down by marijuana use at the same age:29

Marijuana use per year

Never 1–10 times 11–50 times 51 ∙ times

Drivers 452 229 70 156

Accidents caused  59  36 15  50

(a) Make a graph that displays the accident rate for each 
class. Is there evidence of an association between 
marijuana use and traffic accidents?

(b) Explain why we can’t conclude that marijuana use 
causes accidents.

The following problem is modeled after actual AP® Statistics exam 
free response questions. Your task is to generate a complete, con-
cise response in 15 minutes.

Directions: Show all your work. Indicate clearly the methods 
you use, because you will be scored on the correctness of your 
methods as well as on the accuracy and completeness of your 
results and explanations.

Two statistics students went to a flower shop and ran-
domly selected 12 carnations. When they got home, the 
students prepared 12 identical vases with exactly the same 
amount of water in each vase. They put one tablespoon of 
sugar in 3 vases, two tablespoons of sugar in 3 vases, and 
three tablespoons of sugar in 3 vases. In the remaining 
3 vases, they put no sugar. After the vases were prepared, 
the students randomly assigned 1 carnation to each vase 

FRAPPY! Free Response AP® Problem, Yay!
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Section 3.1: Scatterplots and Correlation

In this section, you learned how to explore the relationship 
between two quantitative variables. As with distributions of 
a single variable, the first step is always to make a graph. A 
scatterplot is the appropriate type of graph to investigate as-
sociations between two quantitative variables. To describe a 
scatterplot, be sure to discuss four characteristics: direction, 
form, strength, and outliers. The direction of an associa-
tion might be positive, negative, or neither. The form of 
an association can be linear or nonlinear. An association is 
strong if it closely follows a specific form. Finally, outliers 
are any points that clearly fall outside the pattern of the rest 
of the data. 

The correlation r is a numerical summary that describes 
the direction and strength of a linear association. When 
r > 0, the association is positive, and when r < 0, the 
association is negative. The correlation will always take 
values between −1 and 1, with r = −1 and r = 1 indicat-
ing a perfectly linear relationship. Strong linear associa-
tions have correlations near 1 or −1, while weak linear 
relationships have correlations near 0. However, it isn’t 

possible to determine the form of an association from 
only the correlation. Strong nonlinear relationships can 
have a correlation close to 1 or a correlation close to 0, 
depending on the association. You also learned that out-
liers can greatly affect the value of the correlation and 
that correlation does not imply causation. That is, we 
can’t assume that changes in one variable cause changes 
in the other variable, just because they have a correla-
tion close to 1 or –1.

Section 3.2: Least-Squares Regression

In this section, you learned how to use least-squares re-
gression lines as models for relationships between vari-
ables that have a linear association. It is important to 
understand the difference between the actual data and 
the model used to describe the data. For example, when 
you are interpreting the slope of a least-squares regression 
line, describe the predicted change in the y variable. To 
emphasize that the model only provides predicted val-
ues, least-squares regression lines are always expressed in 
terms of ŷ instead of y.

Chapter Review

and observed how many hours each flower continued to 
look fresh. A scatterplot of the data is shown below.
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(a) Briefly describe the association shown in the 
 scatterplot.

(b) The equation of the least-squares regression line 
for these data is ŷ = 180.8 + 15.8x. Interpret the 
slope of the line in the context of the study.

(c) Calculate and interpret the residual for the flower 
that had 2 tablespoons of sugar and looked fresh for 
204 hours.

(d) Suppose that another group of students conducted 
a similar experiment using 12 flowers, but in-
cluded different varieties in addition to carnations. 
Would you expect the value of r2 for the second 
group’s data to be greater than, less than, or about 
the same as the value of r2 for the first group’s data? 
Explain.

After you finish, you can view two example solutions on the book’s 
Web site (www.whfreeman.com/tps5e). Determine whether you 
think each solution is “complete,” “substantial,” “developing,” or 
“minimal.” If the solution is not complete, what improvements would 
you suggest to the student who wrote it? Finally, your teacher will 
provide you with a scoring rubric. Score your response and note 
what, if anything, you would do differently to improve your own 
score.
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Use TECHNOLOGY to discover and analyze
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Measuring Linear Association: Correlation
A scatterplot displays the direction, form, and strength of the relationship between 
two quantitative variables. Linear relationships are particularly important because a 
straight line is a simple pattern that is quite common. A linear relationship is strong 
if the points lie close to a straight line and weak if they are widely scattered about a 
line. Unfortunately, our eyes are not good judges of how strong a linear  relationship is. 
The two scatterplots in Figure 3.5 (on the facing page) show the same data, 
but the graph on the right is drawn smaller in a large field. The right-hand 
graph seems to show a stronger linear relationship.

Because it’s easy to be fooled by different scales or by the amount of space 
around the cloud of points in a scatterplot, we need to use a numerical measure 
to supplement the graph. correlation is the measure we use.

caution

!

 7.   TECHNOLOGY 
CORNER

Making scatterplots with technology is much easier than constructing them by hand. We’ll use the SEC football data 
from page 146 to show how to construct a scatterplot on a TI-83/84 or TI-89.

• Enter the data values into your lists. Put the points per game in L1/list1 and the number of wins in L2/list2.
• Define a scatterplot in the statistics plot menu (press F2  on the TI-89). Specify the settings shown below.

  

• Use ZoomStat (ZoomData on the TI-89) to obtain a graph. The calculator will set the window dimensions automatically 
by looking at the values in L1/list1 and L2/list2.

  

Notice that there are no scales on the axes and that the axes are not labeled. If you copy a scatterplot from your calculator onto 
your paper, make sure that you scale and label the axes.

SCATTERPLOTS ON THE CALCULATOR
TI-Nspire instructions in Appendix B; HP Prime instructions on the book’s Web site

AP® EXAM TIP  If you are asked to make a scatterplot on a free-response question, be sure to 
label and scale both axes. Don’t just copy an unlabeled calculator graph directly onto your paper.

DEFINITION: Correlation r
The correlation r measures the direction and strength of the linear relationship 
between two quantitative variables.

Some people refer to r as the  
“correlation coeffcient.”
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Use technology as a tool for discovery and analysis. TECHNOLOGY CORNERS 
give step-by-step instructions for using the TI-83/84 and TI-89 calculator. 
Instructions for the TI-Nspire are in an end-of-book appendix. HP Prime 
instructions are on the book’s Web site and in the e-Book.

You can access video instructions for 
the Technology Corners through the 
e-Book or on the book’s Web site.

Find the Technology Corners easily by 
consulting the summary table at the 
end of each section or the complete 
table inside the back cover of the book.

Other types of software displays, 
including Minitab, Fathom, and applet 
screen captures, appear throughout 
the book to help you learn to read 
and interpret many different kinds of 
output.
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Summary
• A regression line is a straight line that describes how a response variable y  changes 

as an explanatory variable x changes. You can use a regression line to predict the 
value of y for any value of x by substituting this x into the equation of the line.

• The slope b of a regression line ŷ = a + bx is the rate at which the predicted 
response ŷ changes along the line as the explanatory variable x changes. Spe-
cifically, b is the predicted change in y when x increases by 1 unit.

• The y intercept a of a regression line ŷ = a + bx is the predicted response ŷ 
when the explanatory variable x equals 0. This prediction is of no statistical 
use unless x can actually take values near 0.

• Avoid extrapolation, the use of a regression line for prediction using values 
of the explanatory variable outside the range of the data from which the line 
was calculated.

• The most common method of fitting a line to a scatterplot is least squares. The 
least-squares regression line is the straight line ŷ = a + bx that minimizes the 
sum of the squares of the vertical distances of the observed points from the line.

• You can examine the fit of a regression line by studying the residuals, which 
are the differences between the observed and predicted values of y. Be on the 
lookout for patterns in the residual plot, which indicate that a linear model 
may not be appropriate.

• The standard deviation of the residuals s measures the typical size of the 
prediction errors (residuals) when using the regression line.

• The coefficient of determination r2 is the fraction of the variation in the 
response variable that is accounted for by least-squares regression on the ex-
planatory variable.

• The least-squares regression line of y on x is the line with slope b = r(sy/sx) 
and intercept a = y– − bx–. This line always passes through the point (x–, y–).

• Correlation and regression must be interpreted with caution. Plot the data to be 
sure that the relationship is roughly linear and to detect outliers. Also look for in-
fluential observations, individual points that substantially change the correlation 
or the regression line. Outliers in x are often influential for the regression line.

• Most of all, be careful not to conclude that there is a cause-and-effect rela-
tionship between two variables just because they are strongly associated.

Section 3.2

3.2   TECHNOLOGY 
CORNERS

8. least-squares regression lines on the calculator page 171
9. residual plots on the calculator page 175

TI-Nspire Instructions in Appendix B; HP Prime instructions on the book’s Web site
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(a) Calculate and interpret the residual for the student 
who was 141 cm tall at age 10.

(b) Is a linear model appropriate for these data? Explain.

(c) Interpret the value of s.

(d) Interpret the value of r2. 

57. bird colonies Refer to Exercises 47 and 49. For the 
regression you performed earlier, r2 = 0.56 and s = 3.67. 
Explain what each of these values means in this setting.

58. Do heavier people burn more energy? Refer to Exer-
cises 48 and 50. For the regression you performed earlier, 
r2 = 0.768 and s = 95.08. Explain what each of these 
values means in this setting.

59. Merlins breeding Exercise 13 (page 160) gives data on 
the number of breeding pairs of merlins in an isolated 
area in each of seven years and the percent of males who 
returned the next year. The data show that the percent 
returning is lower after successful breeding seasons and 
that the relationship is roughly linear. The figure below 
shows Minitab regression output for these data.

Regression Analysis: Percent return versus Breeding pairs

Predictor Coef SE Coef T P
Constant 266.07 52.15 5.10 0.004
Breeding pairs -6.650 1.736 -3.83 0.012

S = 7.76227 R-Sq = 74.6% R-Sq(adj) = 69.5%

(a) What is the equation of the least-squares regression 
line for predicting the percent of males that return 
from the number of breeding pairs? Use the equa-
tion to predict the percent of returning males after a 
season with 30 breeding pairs.

(b) What percent of the year-to-year variation in percent 
of returning males is accounted for by the straight-
line relationship with number of breeding pairs the 
previous year?

(c) Use the information in the figure to find the cor-
relation r between percent of males that return and 
number of breeding pairs. How do you know whether 
the sign of r is + or −?

(d) Interpret the value of s in this setting.
60. Does social rejection hurt? Exercise 14 (page 161) 

gives data from a study that shows that social exclusion 
causes “real pain.” That is, activity in an area of the 

brain that responds to physical pain goes up as distress 
from social exclusion goes up. A scatterplot shows 
a moderately strong, linear relationship. The figure 
below shows Minitab regression output for these data.

(a) What is the equation of the least-squares regression 
line for predicting brain activity from social distress 
score? Use the equation to predict brain activity for 
social distress score 2.0.

(b) What percent of the variation in brain activity among 
these subjects is accounted for by the straight-line 
relationship with social distress score?

(c) Use the information in the figure to find the correla-
tion r between social distress score and brain activity. 
How do you know whether the sign of r is + or −?

(d) Interpret the value of s in this setting.

61. husbands and wives The mean height of married 
American women in their early twenties is 64.5 inches 
and the standard deviation is 2.5 inches. The mean 
height of married men the same age is 68.5 inches, with 
standard deviation 2.7 inches. The correlation between 
the heights of husbands and wives is about r = 0.5.

(a) Find the equation of the least-squares regression line 
for predicting a husband’s height from his wife’s height 
for married couples in their early 20s. Show your work.

(b) Suppose that the height of a randomly selected wife 
was 1 standard deviation below average. Predict the 
height of her husband without using the least-squares 
line. Show your work.

62. the stock market Some people think that the behav-
ior of the stock market in January predicts its behavior 
for the rest of the year. Take the explanatory variable 
x to be the percent change in a stock market index in 
January and the response variable y to be the change 
in the index for the entire year. We expect a positive 
correlation between x and y because the change 
during January contributes to the full year’s change. 
Calculation from data for an 18-year period gives

x– = 1.75%    sx = 5.36%   y– = 9.07% 
sy = 15.35%    r = 0.596

(a) Find the equation of the least-squares line for predicting 
full-year change from January change. Show your work.

(b) Suppose that the percent change in a particular Janu-
ary was 2 standard deviations above average. Predict 
the percent change for the entire year, without using 
the least-squares line. Show your work.  

pg 181  pg  183
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Overview What Is Statistics?

Does listening to music while studying help or hinder learning? If an athlete fails a drug test, how sure 
can we be that she took a banned substance? Does having a pet help people live longer? How well do SAT 
scores predict college success? Do most people recycle? Which of two diets will help obese children lose 
more weight and keep it off? Should a poker player go “all in” with pocket aces? Can a new drug help 
people quit smoking? How strong is the evidence for global warming?

These are just a few of the questions that statistics can help answer. But what is statistics? And why 
should you study it?

Statistics Is the Science of Learning from Data

Data are usually numbers, but they are not “just numbers.” Data are numbers with a context. The number 
10.5, for example, carries no information by itself. But if we hear that a family friend’s new baby weighed 10.5 
pounds at birth, we congratulate her on the healthy size of the child. The context engages our knowledge 

about the world and allows us to make judgments. We know that a 
baby weighing 10.5 pounds is quite large, and that a human baby is 
unlikely to weigh 10.5 ounces or 10.5 kilograms. The context makes 
the number meaningful.

In your lifetime, you will be bombarded with data and sta-
tistical information. Poll results, television ratings, music sales, 
gas prices, unemployment rates, medical study outcomes, and 
standardized test scores are discussed daily in the media. Using 
data effectively is a large and growing part of most professions. A 
solid understanding of statistics will enable you to make sound, 
data-based decisions in your career and everyday life.

Data Beat Personal Experiences

It is tempting to base conclusions on your own experiences or the experiences of those you know. But our 
experiences may not be typical. In fact, the incidents that stick in our memory are often the unusual ones.

Do cell phones cause brain cancer?
Italian businessman Innocente Marcolini developed a brain tumor at age 60. He also talked on a cellular 
phone up to 6 hours per day for 12 years as part of his job. Mr. Marcolini’s physician suggested that the 

brain tumor may have been caused by cell-phone use. So Mr. Marcolini decided to file suit in 
the Italian court system. A court ruled in his favor in October 2012.

Several statistical studies have investigated the link between cell-phone use and brain 
cancer. One of the largest was conducted by the Danish Cancer Society. Over 350,000 resi-
dents of Denmark were included in the study. Researchers compared the brain-cancer rate for 
the cell-phone users with the rate in the general population. The result: no statistical differ-
ence in brain-cancer rates.1 In fact, most studies have produced similar conclusions. In spite 
of the evidence, many people (like Mr. Marcolini) are still convinced that cell phones can 
cause brain cancer.

In the public’s mind, the compelling story wins every time. A statistically literate person 
knows better. Data are more reliable than personal experiences because they systematically 
describe an overall picture rather than focus on a few incidents.

xxi
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Where the Data Come from Matters

Are you kidding me?
The famous advice columnist Ann Landers once asked her readers, “If you had it to do over 
again, would you have children?” A few weeks later, her column was headlined “70% OF 
PARENTS SAY KIDS NOT WORTH IT.” Indeed, 70% of the nearly 10,000 parents who 
wrote in said they would not have children if they could make the choice again. Do you 
believe that 70% of all parents regret having children?

You shouldn’t. The people who took the trouble to write Ann Landers are not represen-
tative of all parents. Their letters showed that many of them were angry with their children. 
All we know from these data is that there are some unhappy parents out there. A statistically 
designed poll, unlike Ann Landers’s appeal, targets specific people chosen in a way that gives 
all parents the same chance to be asked. Such a poll showed that 91% of parents would have 
children again.

Where data come from matters a lot. If you are careless about how you get your data, you 
may announce 70% “No” when the truth is close to 90% “Yes.”

Who talks more—women or men?
According to Louann Brizendine, author of The Female Brain, women say nearly three times as many 
words per day as men. Skeptical researchers devised a study to test this claim. They used electronic devices 
to record the talking patterns of 396 university students from Texas, Arizona, and Mexico. The device was 
programmed to record 30 seconds of sound every 12.5 minutes without the carrier’s knowledge. What 
were the results?

According to a published report of the study in Scientific American, “Men showed a slightly wider 
variability in words uttered. . . . But in the end, the sexes came out just about even in the daily averages: 
women at 16,215 words and men at 15,669.”2  When asked where she got her figures, Brizendine admitted 
that she used unreliable sources.3

The most important information about any statistical study is how the data were produced. Only 
carefully designed studies produce results that can be trusted.

Always Plot Your Data

Yogi Berra, a famous New York Yankees baseball player known for his unusual quotes, had this to say: 
“You can observe a lot just by watching.” That’s a motto for learning from data. A carefully chosen graph 
is often more instructive than a bunch of numbers.

Do people live longer in wealthier countries?
The Gapminder Web site, www.gapminder.org, provides loads of data on the health and well-being of the 
world’s inhabitants. The graph on the next pages displays some data from Gapminder.4 The individual 
points represent all the world’s nations for which data are available. Each point shows the income per 
person and life expectancy in years for one country.

We expect people in richer countries to live longer. The overall pattern of the graph does show 
this, but the relationship has an interesting shape. Life expectancy rises very quickly as personal income 
increases and then levels off. People in very rich countries like the United States live no longer than 
people in poorer but not extremely poor nations. In some less wealthy countries, people live longer 
than in the United States. Several other nations stand out in the graph. What’s special about each of 
these countries?

xxii
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Graph of the life 
expectancy of people 
in many nations against 
each nation’s income 
per person in 2012.

Variation Is Everywhere

Individuals vary. Repeated measurements on the same individual vary. Chance outcomes—like spins of 
a roulette wheel or tosses of a coin—vary. Almost everything varies over time. Statistics provides tools for 
understanding variation.

Have most students cheated on a test?
Researchers from the Josephson Institute were determined to find out. So they surveyed about 23,000 
students from 100 randomly selected schools (both public and private) nationwide. The question they 
asked was “How many times have you cheated during a test at school in the past year?” Fifty-one percent 
said they had cheated at least once.5

If the researchers had asked the same question of all high school students, would exactly 51% have 
answered “Yes”? Probably not. If the Josephson Institute had selected a different sample of about 23,000 
students to respond to the survey, they would probably have gotten a different estimate. Variation is every-
where!

Fortunately, statistics provides a description of how the sample results will vary in relation to the ac-
tual population percent. Based on the sampling method that this study used, we can say that the estimate 
of 51% is very likely to be within 1% of the true population value. That is, we can be quite confident that 
between 50% and 52% of all high school students would say that they have cheated on a test.

Because variation is everywhere, conclusions are uncertain. Statistics gives us a language for talk-
ing about uncertainty that is understood by statistically literate people everywhere.
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1

Exploring Data

Do Pets or Friends Help Reduce Stress?
If you are a dog lover, having your dog with you may reduce your stress level. Does having a friend with 
you reduce stress? To examine the effect of pets and friends in stressful situations, researchers recruited 45 
women who said they were dog lovers. Fifteen women were assigned at random to each of three groups: 
to do a stressful task alone, with a good friend present, or with their dogs present. The stressful task was 
to count backward by 13s or 17s. The woman’s average heart rate during the task was one measure of the 
effect of stress. The table below shows the data.1

Average heart rates during stress with a pet (P), with a friend (F), and for the control group (C)

Group Rate Group Rate Group Rate Group Rate

P   69.169 P 68.862 C 84.738 C 75.477

F   99.692 C 87.231 C 84.877 C 62.646

P   70.169 P 64.169 P 58.692 P 70.077

C   80.369 C 91.754 P 79.662 F 88.015

C   87.446 C 87.785 P 69.231 F 81.600

P   75.985 F 91.354 C 73.277 F 86.985

F   83.400 F 100.877 C 84.523 F 92.492

F 102.154 C 77.800 C 70.877 P 72.262

P 86.446 P 97.538 F 89.815 P 65.446

F 80.277 P 85.000 F 98.200

C 90.015 F 101.062 F 76.908

C 99.046 F 97.046 P 69.538

Based on the data, does it appear that the presence of a pet 
or friend reduces heart rate during a stressful task? In this 
chapter, you’ll develop the tools to help answer this question.

case study
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2  	 C H A P T E R  1 	 EXPLORING DATA

Statistics is the science of data. The volume of data available to us is overwhelm-
ing. For example, the Census Bureau’s American Community Survey collects 
data from 3,000,000 housing units each year. Astronomers work with data on tens 
of millions of galaxies. The checkout scanners at Walmart’s 10,000 stores in 27 
countries record hundreds of millions of transactions every week.

In all these cases, the data are trying to tell us a story—about U.S. households, 
objects in space, or Walmart shoppers. To hear what the data are saying, we need 
to help them speak by organizing, displaying, summarizing, and asking questions. 
That’s data analysis.

Individuals and Variables
Any set of data contains information about some group of individuals. The char-
acteristics we measure on each individual are called variables.

A high school’s student data base, for example, includes data about every cur-
rently enrolled student. The students are the individuals described by the data 
set. For each individual, the data contain the values of variables such as age, 
gender, grade point average, homeroom, and grade level. In practice, any set of 
data is accompanied by background information that helps us understand the 
data. When you first meet a new data set, ask yourself the following questions:

1.	 Who are the individuals described by the data? How many individuals are there?

2.	 What are the variables? In what units are the variables recorded? Weights, for ex-
ample, might be recorded in grams, pounds, thousands of pounds, or kilograms.

We could follow a newspaper reporter’s lead and extend our list of questions 
to include Why, When, Where, and How were the data produced? For now, we’ll 
focus on the first two questions.

Some variables, like gender and grade level, assign labels to individuals that place 
them into categories. Others, like age and grade point average (GPA), take numeri-
cal values for which we can do arithmetic. It makes sense to give an average GPA for 
a group of students, but it doesn’t make sense to give an “average” gender.

Introduction Data Analysis: Making Sense  
of Data

What You Will Learn
•	 Identify the individuals and variables in a set of data.  •	 Classify variables as categorical or quantitative. 

By the end of the section, you should be able to:

Definition: Individuals and variables

Individuals are the objects described by a set of data. Individuals may be people, 
animals, or things.

A variable is any characteristic of an individual. A variable can take different values 
for different individuals.
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3Introduction   Data Analysis: Making Sense of Data

Not every variable that takes number values is quantitative. Zip code is 
one example. Although zip codes are numbers, it doesn’t make sense to 
talk about the average zip code. In fact, zip codes place individuals (peo-
ple or dwellings) into categories based on location. Some variables—such as gen-
der, race, and occupation—are categorical by nature. Other categorical variables 
are created by grouping values of a quantitative variable into classes. For instance, 
we could classify people in a data set by age: 0–9, 10–19, 20–29, and so on.

The proper method of analysis for a variable depends on whether it is categori-
cal or quantitative. As a result, it is important to be able to distinguish these two 
types of variables. The type of data determines what kinds of graphs and which 
numerical summaries are appropriate.

caution

!AP® EXAM TIP ​ If you learn 
to distinguish categorical from 
quantitative variables now, it 
will pay big rewards later. You 
will be expected to analyze 
categorical and quantitative 
variables correctly on the AP® 
exam.

Definition: Categorical variable and quantitative variable

A categorical variable places an individual into one of several groups or categories.

A quantitative variable takes numerical values for which it makes sense to fnd an 
average.

Census at School
Data, individuals, and variables
CensusAtSchool is an international project that collects data about primary and 
secondary school students using surveys. Hundreds of thousands of students from 
Australia, Canada, New Zealand, South Africa, and the United Kingdom have 
taken part in the project since 2000. Data from the surveys are available at the 
project’s Web site (www.censusatschool.com). We used the site’s “Random Data 
Selector” to choose 10 Canadian students who completed the survey in a recent 
year. The table below displays the data.

Province Gender
Language 

spoken Handed
Height 
(cm)

Wrist  
circum. (mm)

Preferred 
communication

Saskatchewan Male 1 Right 175 180 In person

Ontario Female 1 Right 162.5 160 In person

Alberta Male 1 Right 178 174 Facebook

Ontario Male 2 Right 169 160 Cell phone

Ontario Female 2 Right 166   65 In person

Nunavut Male 1 Right 168.5 160 Text messaging

Ontario Female 1 Right 166 165 Cell phone

Ontario Male 4 Left 157.5 147 Text Messaging

Ontario Female 2 Right 150.5 187 Text Messaging

Ontario Female 1 Right 171 180 Text Messaging

There is at least one suspicious 
value in the data table. We doubt 
that the girl who is 166  cm tall really 
has a wrist circumference of 65 mm 
(about 2.6 inches). Always look to be 
sure the values make sense!

EXAMPLE
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4  	 C H A P T E R  1 	 EXPLORING DATA

Most data tables follow the format shown in the example—each row is an indi-
vidual, and each column is a variable. Sometimes the individuals are called cases.

A variable generally takes values that vary (hence the name “variable”!). 
Categorical variables sometimes have similar counts in each category and some-
times don’t. For instance, we might have expected similar numbers of males 
and females in the CensusAtSchool data set. But we aren’t surprised to see that 
most  students are right-handed. Quantitative variables may take values that are 
very close together or values that are quite spread out. We call the pattern of vari-
ation of a variable its distribution.

To make life simpler, we sometimes 
refer to “categorical data” or 
“quantitative data” instead of 
identifying the variable as categorical 
or quantitative.

For Practice Try Exercise   3

Section 1.1 begins by looking at how to describe the distribution of a single cat-
egorical variable and then examines relationships between categorical variables. 
Sections 1.2 and 1.3 and all of Chapter 2 focus on describing the distribution of 
a quantitative variable. Chapter 3 investigates relationships between two quantita-
tive variables. In each case, we begin with graphical displays, then add numerical 
summaries for a more complete description.

CHEcK YOUR UNDERSTANDiNG
Jake is a car buff who wants to find out more about the vehicles that students at his 
school drive. He gets permission to go to the student parking lot and record some data. 
Later, he does some research about each model of car on the Internet. Finally, Jake 

 

PROBLEM:
(a)	 Who are the individuals in this data set?
(b)	 What variables were measured? Identify each as categorical or quantitative. 
(c)	 Describe the individual in the highlighted row.

SOLUTION:
(a)	 The individuals are the 10 randomly selected Canadian students who participated in the  
CensusAtSchool survey.
(b)	 The seven variables measured are the province where the student lives (categorical), gender 
(categorical), number of languages spoken (quantitative), dominant hand (categorical), height (quan-
titative), wrist circumference (quantitative), and preferred communication method (categorical).
(c)	 ​This student lives in Ontario, is male, speaks four languages, is left-handed, is 157.5 cm tall 
(about 62 inches), has a wrist circumference of 147 mm (about 5.8 inches), and prefers to com-
municate via text messaging.

We’ll see in Chapter 4 why choosing 
at random, as we did in this 
example, is a good idea.

•	 Begin by examining each variable by itself. Then move on to study rela-
tionships among the variables.

•	 Start with a graph or graphs. Then add numerical summaries.

How to Explore Data

Definition: Distribution

The distribution of a variable tells us what values the variable takes and how often 
it takes these values.
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5Introduction   Data Analysis: Making Sense of Data

From Data Analysis to Inference
Sometimes, we’re interested in drawing conclusions that go beyond the data at 
hand. That’s the idea of inference. In the CensusAtSchool example, 9 of the 10 
randomly selected Canadian students are right-handed. That’s 90% of the sample. 
Can we conclude that 90% of the population of Canadian students who partici-
pated in CensusAtSchool are right-handed? No. 

If another random sample of 10 students was selected, the percent who are 
right-handed might not be exactly 90%. Can we at least say that the actual popula-
tion value is “close” to 90%? That depends on what we mean by “close.”

The following Activity gives you an idea of how statistical inference works.

makes a spreadsheet that includes each car’s model, year, color, number of cylinders, 
gas mileage, weight, and whether it has a navigation system.

1.	 Who are the individuals in Jake’s study?
2.	​ What variables did Jake measure? Identify each as categorical or quantitative.

Hiring discrimination—it just won’t fy! 

An airline has just finished training 25 pilots—15 male and 10 female—to become 
captains. Unfortunately, only eight captain positions are available right now. Air-
line managers announce that they will use a lottery to determine which pilots will 
fill the available positions. The names of all 25 pilots will be written on identical 
slips of paper. The slips will be placed in a hat, mixed thoroughly, and drawn out 
one at a time until all eight captains have been identified.

A day later, managers announce the results of the lottery. Of the 8 captains 
chosen, 5 are female and 3 are male. Some of the male pilots who weren’t selected 
suspect that the lottery was not carried out fairly. One of these pilots asks your 
statistics class for advice about whether to file a grievance with the pilots’ union.

The key question in this possible discrimination case seems to 
be: Is it plausible (believable) that these results happened just by 
chance? To find out, you and your classmates will simulate the 
lottery process that airline managers said they used.

1.  Mix the beads/slips thoroughly. Without looking, remove 
8 beads/slips from the bag. Count the number of female pilots 
selected. Then return the beads/slips to the bag.
2.  Your teacher will draw and label a number line for a class dot-
plot. On the graph, plot the number of females you got in Step 1.
3.  Repeat Steps 1 and 2 if needed to get a total of at least 40 
simulated lottery results for your class.

4.  Discuss the results with your classmates. Does it seem believable that airline 
managers carried out a fair lottery? What advice would you give the male pilot 
who contacted you?
5.  Would your advice change if the lottery had chosen 6 female (and 2 male) 
pilots? What about 7 female pilots? Explain.

MATERIALS:
Bag with 25 beads (15 of 
one color and 10 of another) 
or 25 identical slips of paper 
(15 labeled “M” and 10 
labeled “F”) for each student 
or pair of students

ACTIVITY
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6  	 C H A P T E R  1 	 EXPLORING DATA

Our ability to do inference is determined by how the data are produced. 
Chapter 4 discusses the two main methods of data production—sampling and 
experiments—and the types of conclusions that can be drawn from each. As the 
Activity illustrates, the logic of inference rests on asking, “What are the chances?” 
Probability, the study of chance behavior, is the topic of Chapters 5 through 7. 
We’ll introduce the most common inference techniques in Chapters 8 through 12.

Exercises

1.	 Protecting wood  How can we help wood surfaces 
resist weathering, especially when restoring historic 
wooden buildings? In a study of this question, re-
searchers prepared wooden panels and then exposed 
them to the weather. Here are some of the variables 
recorded: type of wood (yellow poplar, pine, cedar); 
type of water repellent (solvent-based, water-based); 
paint thickness (millimeters); paint color (white, gray, 
light blue); weathering time (months). Identify each 
variable as categorical or quantitative.

2.	 Medical study variables  Data from a medical study 
contain values of many variables for each of the people 
who were the subjects of the study. Here are some of 
the variables recorded: gender (female or male); age 
(years); race (Asian, black, white, or other); smoker 
(yes or no); systolic blood pressure (millimeters of mer-
cury); level of calcium in the blood (micrograms per 
milliliter). Identify each as categorical or quantitative.

3.	 A class survey  Here is a small part of the data set that 
describes the students in an AP® Statistics class. The 
data come from anonymous responses to a question-
naire filled out on the first day of class.

Gender Hand
Height

(in.)
Homework
time (min)

Favorite 
music

Pocket 
change 
(cents)

F L 65 200 Hip-hop   50

M L 72   30 Country   35

M R 62   95 Rock   35

F L 64 120 Alternative     0

M R 63 220 Hip-hop     0

F R 58   60 Alternative   76

F R 67 150 Rock 215

(a)	 What individuals does this data set describe?

(b)	 What variables were measured? Identify each as cat-
egorical or quantitative.

(c)	 Describe the individual in the highlighted row.

4.	 Coaster craze  Many people like to ride roller coast-
ers. Amusement parks try to increase attendance by 
building exciting new coasters. The following table 
displays data on several roller coasters that were 
opened in a recent year.2

Summary
•	 A data set contains information about a number of individuals. Individuals 

may be people, animals, or things. For each individual, the data give values 
for one or more variables. A variable describes some characteristic of an in-
dividual, such as a person’s height, gender, or salary.

•	 Some variables are categorical and others are quantitative. A categorical vari-
able assigns a label that places each individual into one of several groups, such as 
male or female. A quantitative variable has numerical values that measure some 
characteristic of each individual, such as height in centimeters or salary in dollars.

•	 The distribution of a variable describes what values the variable takes and 
how often it takes them.

Introduction

Introduction The solutions to all exercises numbered in red are 
found in the Solutions Appendix, starting on page S-1. 

	pg 	 3
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7Section 1.1   Analyzing Categorical Data

Roller coaster Type
Height 

(ft) Design
Speed 
(mph)

Duration 
(s)

Wild Mouse Steel 49.3 Sit down 28   70

Terminator Wood 95 Sit down 50.1 180

Manta Steel 140 Flying 56 155

Prowler Wood 102.3 Sit down 51.2 150

Diamondback Steel 230 Sit down 80 180

(a)	​ What individuals does this data set describe?
(b)	 What variables were measured? Identify each as cat-

egorical or quantitative.
(c)	​ Describe the individual in the highlighted row.

5.	 Ranking colleges  Popular magazines rank colleges 
and universities on their “academic quality” in serv-
ing undergraduate students. Describe two categorical 
variables and two quantitative variables that you 
might record for each institution.

6.	 Students and TV  You are preparing to study the  
television-viewing habits of high school students. De-
scribe two categorical variables and two quantitative 
variables that you might record for each student.

Multiple choice: Select the best answer.
Exercises 7 and 8 refer to the following setting. At the 
Census Bureau Web site www.census.gov, you can view 
detailed data collected by the American Community 
Survey. The following table includes data for 10 people 
chosen at random from the more than 1 million people 
in households contacted by the survey. “School” gives the 
highest level of education completed.

Weight
(lb)

Age
(yr)

Travel
to work
(min) School Gender

Income
last 

year ($)

187 66   0 Ninth grade 1 24,000

158 66 n/a High school grad 2 0

176 54 10 Assoc. degree 2 11,900

339 37 10 Assoc. degree 1 6000

  91 27 10 Some college 2 30,000

155 18 n/a High school grad 2 0

213 38 15 Master’s degree 2 125,000

194 40   0 High school grad 1 800

221 18 20 High school grad 1 2500

193 11 n/a Fifth grade 1 0

7.	 The individuals in this data set are

(a)	​ households.	
(b)	​ people.	
(c)	​ adults.
(d) ​ 120 variables.
(e) ​ columns.

8.	 This data set contains
(a)	​ 7 variables, 2 of which are categorical.
(b)	​ 7 variables, 1 of which is categorical.
(c)	 6 variables, 2 of which are categorical.
(d)	 6 variables, 1 of which is categorical.
(e)	 None of these.

1.1 Analyzing Categorical Data
What YOU WiLL LEarN
•	 Display categorical data with a bar graph. Decide if it 

would be appropriate to make a pie chart. 

•	 Identify what makes some graphs of categorical data 
deceptive.

•	 Calculate and display the marginal distribution of a 
categorical variable from a two-way table.

•	 Calculate and display the conditional distribution of a 
categorical variable for a particular value of the other 
categorical variable in a two-way table.

•	 Describe the association between two categori-
cal variables by comparing appropriate conditional 
distributions.

By the end of the section, you should be able to:

The values of a categorical variable are labels for the categories, such as “male” 
and “female.” The distribution of a categorical variable lists the categories and 
gives either the count or the percent of individuals who fall within each category. 
Here’s an example.
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8  	 C H A P T E R  1 	 EXPLORING DATA

Radio Station Formats
Distribution of a categorical variable
The radio audience rating service Arbitron places U.S radio stations into categories 
that describe the kinds of programs they broadcast. Here are two different tables 
showing the distribution of station formats in a recent year:3

Frequency table Relative frequency table

Format Count of stations Format Percent of stations

Adult contemporary 1556 Adult contemporary 11.2

Adult standards 1196 Adult standards 8.6

Contemporary hit 569 Contemporary hit 4.1

Country 2066 Country 14.9

News/Talk/Information 2179 News/Talk/Information 15.7

Oldies 1060 Oldies 7.7

Religious 2014 Religious 14.6

Rock 869 Rock 6.3

Spanish language 750 Spanish language 5.4

Other formats 1579 Other formats 11.4

Total 13,838 Total 99.9

In this case, the individuals are the radio stations and the variable being measured 
is the kind of programming that each station broadcasts. The table on the left, 
which we call a frequency table, displays the counts (frequencies) of stations in 
each format category. On the right, we see a relative frequency table of the data 
that shows the percents (relative frequencies) of stations in each format category.

It’s a good idea to check data for consistency. The counts should add to 13,838, 
the total number of stations. They do. The percents should add to 100%. In 
fact, they add to 99.9%. What happened? Each percent is rounded to the near-
est tenth. The exact percents would add to 100, but the rounded percents only 
come close. This is roundoff error. Roundoff errors don’t point to mistakes in 
our work, just to the effect of rounding off results.

EXAMPLE

Bar Graphs and Pie Charts
Columns of numbers take time to read. You can use a pie chart or a bar graph to 
display the distribution of a categorical variable more vividly. Figure 1.1 illustrates 
both displays for the distribution of radio stations by format.

Pie charts show the distribution of a categorical variable as a “pie” whose slices 
are sized by the counts or percents for the categories. A pie chart must include 
all the categories that make up a whole. In the radio station example, we needed 
the “Other formats” category to complete the whole (all radio stations) and allow 
us to make a pie chart. Use a pie chart only when you want to emphasize each 
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9Section 1.1   Analyzing Categorical Data

category’s relation to the whole. Pie charts are awkward to make by hand, but 
technology will do the job for you.
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This bar has height 14.9%
because 14.9% of the
radio stations have a
“Country” format.

(a) (b)

FIGURE 1.1  ​(a) Pie chart and (b) bar graph of U.S. radio stations by format.

Bar graphs represent each category as a bar. The bar heights show the category 
counts or percents. Bar graphs are easier to make than pie charts and are also 
easier to read. To convince yourself, try to use the pie chart in Figure 1.1 to esti-
mate the percent of radio stations that have an “Oldies” format. Now look at the 
bar graph—it’s easy to see that the answer is about 8%.

Bar graphs are also more flexible than pie charts. Both graphs can display the 
distribution of a categorical variable, but a bar graph can also compare any set of 
quantities that are measured in the same units.

Bar graphs are also called bar charts.

Who Owns an MP3 Player?
Choosing the best graph to display the data
Portable MP3 music players, such as the Apple iPod, are popular—but not equally 
popular with people of all ages. Here are the percents of people in various age 
groups who own a portable MP3 player, according to an Arbitron survey of 1112 
randomly selected people.4

EXAMPLE
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